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Summary. We introduce a new criterion for variable selection in regression models, and show its optimality in terms of both loss and risk under appropriate assumptions. The key idea is to impose a penalty that is nonlinear in model dimensions. In contrast to the state-of-art model selection criteria such as the $C_{p}$ method, delete- 1 or delete- $k$ cross-validation, Akaike information criterion, Bayesian information criterion, the proposed method is able to achieve asymptotic loss and risk efficiency in both parametric and nonparametric regression settings, giving new insights on the reconciliation of two types of classical criteria with different asymptotic behaviors. Adaptivity and wide applicability of the new criterion are demonstrated by several numerical experiments. Unless the signal to noise ratio is very low, it performs better than some popular methods in our experimental study. An R package ' bc ' is released that serves as a supplement to this work.
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## 1. Introduction

Consider the task of estimating the regression function $f(\boldsymbol{x})=E(Y \mid$ $X=\boldsymbol{x})$. With a given class of linear models, indexed by $\alpha \in \mathcal{A}_{n}$ where $n$ is the number of observations, we need to select one of them to best capture the underlying distribution of the data or best predict the future response. Suppose that each $\alpha$ is a subset of $\left\{1, \ldots, d_{n}\right\}$, and that the least squares estimator (LSE) is used to fit each candidate model. Given the design matrix $X=\left[\boldsymbol{x}_{1}^{\mathrm{T}}, \ldots, \boldsymbol{x}_{n}^{\mathrm{T}}\right]^{\mathrm{T}}$ and observations $\boldsymbol{y}_{n}=\left[y_{1}, \ldots, y_{n}\right]^{\mathrm{T}}$, our goal is to select $\alpha \in \mathcal{A}_{n}$ that minimizes the squared error loss $\mathcal{L}_{n}(\alpha)=n^{-1}\left\|\boldsymbol{f}_{n}-\hat{\boldsymbol{f}}_{n}(\alpha)\right\|^{2}$, or the risk $\mathcal{R}_{n}(\alpha)=E\left\{\mathcal{L}_{n}(\alpha)\right\}$ (where the expectation is with respect to random noises) as much as possible. Here, $\boldsymbol{f}_{n} \triangleq\left[f\left(\boldsymbol{x}_{1}\right), \ldots, f\left(\boldsymbol{x}_{n}\right)\right]^{\mathrm{T}}, \hat{\boldsymbol{f}}_{n}(\alpha)$ is the LSE of $\boldsymbol{f}_{n}$ in model $\alpha$, and $\|\cdot\|$ denotes the Euclidean norm. The above framework includes the usual variable selection and subset selection in linear regression, and the selection of basis such as polynomials, splines, or wavelets in function estimation. We also note that approaching the minimal loss or risk is usually equivalent to achieving consistency in variable selection when the true data generating model is inside $\mathcal{A}_{n}$, as elaborated later in the paper.

A wide variety of criteria for variable selection have been proposed in the literature, motivated from different viewpoints and justified under various circumstances. Comparisons of merits and shortcomings of these methods have flourished in the past decades (Stone, 1979; Shibata, 1981; Nishii et al., 1984; Li, 1987; Rao and Wu, 1989; Speed and Yu, 1993 Shao, 1993; Yang and Barron, 1998). A detailed summary can be found in the work of Shao (1997). These methods typically fall into two classes accord-
ing to their asymptotic performances. Methods in the first class achieve consistency, in the sense that the correct model with the smallest dimension is selected with probability going to one as $n$ tends to infinity. However, they usually perform sub-optimally when $\mathcal{A}_{n}$ does not contain any data generating model (a correct model). Examples include the Bayesian information criterion (BIC) (Schwarz, 1978), minimum description length (MDL) criterion (Barron et al., 1998; Hansen and Yu, 2001), Bayes factors (Casella et al., 2009), the delete- $k$ cross-validation (CV) method with $\lim _{n \rightarrow \infty} k / n=1$ (Geisser, 1975; Burman, 1989; Shao, 1993; Zhang, 1993), Generalized information criterion $\left(\mathrm{GIC}_{\lambda_{n}}\right)$ with $\lambda_{n} \rightarrow \infty$ (Nishii et al., 1984, Rao and Wu, 1989). Some other methods motivated from the literature of autoregressive order selection include the Hannan and Quinn (HQ) criterion (Hannan and Quinn, 1979), the predictive minimum description length (PMDL) criterion (Rissanen, 1986; Wei, 1992), and the predictive least squares (PLS) principle (Wei, 1992).

Methods in the second class usually achieve asymptotic efficiency, in the sense that their predictive performance are asymptotically equivalent to the best offered by the candidate models, when $\mathcal{A}_{n}$ contains no more than one correct model. They tend to overfit when there are at least two correct candidate models. In other words, the smallest correct model cannot be selected with probability going to one as $n$ increases. Examples include the Akaike information criterion (AIC) Akaike, 1970, 1998), $C_{p}$ method (Mallows, 1973), final prediction error (FPE) criterion (Akaike, 1969), the generalized CV (GCV) method (Craven and Wahba, 1978), the delete-1 CV method (Stone, 1977) (or leave-one-out, LOO), and GIC ${\lambda_{n}}$ with $\lambda_{n}=2($ Shao, 1997). One can define another class by considering, for example, delete- $k$ CV with $k / n \rightarrow \rho \in(0,1)$ and GIC $_{\lambda_{n}}$ with $\lambda_{n} \neq 2$ being a constant. But these criteria usually do not exhibit asymptotic efficiency in typical situations of interest. From the above, the following
question naturally arises:
Is it even possible to adaptively achieve the better performance of the two classes in all situations? Also, for a variety of choices of $\mathcal{A}_{n}$, which may or may not contain correct model(s), is there a simple way to consitently select the model that attains the lower bound of $\mathcal{L}_{n}(\alpha)$ or $\mathcal{R}_{n}(\alpha)$ as $n$ tends to infinity? These questions are important because in real applications, usually a data analyst does not know whether the data generating model is correctly specified or even finite dimensional.

As was discussed before, the ability to consistently identify the smallest correct model when $\mathcal{A}_{n}$ contains at least two correct models is the typical watershed of the two classes. We note that consistency in selection implies asymptotic loss/risk efficiency (which will be elaborated in the next section). Thus, an ideal model selection criterion that combines the merits of both classes would behave in the following manner. It achieves consistency whenever $\mathcal{A}_{n}$ contains at least one correct model (for all sufficiently large $n$ ), and asymptotic efficiency whenever $\mathcal{A}_{n}$ does not contain any correct model. The above two situations are also referred to as "parametric" and "nonparametric", respectively. Throughout the paper, we allow the data generating models (and their dimensions in the parametric case) to be dependent on $n$. Fortunately, there have been some work towards the direction of adaptive selection procedures. One approach is to take datadependent penalties that bring in adaptation capabilities Barron et al., 1994, Hansen and Yu, 2001). Yang (2007) proposed an approach that examines whether BIC selects the same model successively at different sample sizes, in order to adaptively achieve asymptotic efficiency in both parametric and nonparametric situations. Ing (2007) proposed a hybrid selection procedure combining AIC and BIC in the context of order selection of autoregressive models. A measure called parametricness index was proposed by Liu and Yang (2011) to adaptively switch between AIC
and BIC regimes. Erven et al. (2012) proposed to use a switching distribution to perform sequential Bayesian model averaging or to encourage early switch to a better model. Their predictive approach can adaptively achieve the optimal cumulative risk convergence rates and thus provide a Bayesian remedy for the AIC-BIC dilemma. Zhang and Yang (2015) proposed a CV procedure for choosing between model selection criteria, and showed that the hybrid criterion asymptotically behaves like the better one of AIC and BIC under a suitably chosen data splitting ratio. In a recent work, Ding et al. (2018) proposed a criterion referred to as Bridge criterion for autoregressive order selection. The main idea is to penalize different model dimensions with nonlinear penalty terms, in contrast to the linear terms used by AIC and BIC. In this work, we introduce a new criterion for regression variable selection or subset selection, motivated by a similar idea in (Ding et al., 2018). We stress, however, that the results developed for autoregressive order selection problem can not be trivially applied to regression problems. The candidate models as represented by subsets of variables are usually non-nested, and the form of the criterion is going to be different (as much different as $C_{p}$ is from AIC). We will also extend the proposed approach to high dimensional regression. But due to a similar spirit in choosing the penalty terms, we shall also refer to the method as Bridge criterion (BC).

The purpose of this work is to provide a theoretical possibility that the two classes of model selection criteria can be reconciled in one criterion for regression problems. As was summarized by Shao (1997), the classical criteria may be written in a form that involves a penalty term proportional to the dimension of each model. In contrast, a key element of the introduced BC criterion is that the penalty term is proportional to $1+2^{-1}+\cdots+d^{-1}$ for each model of dimension $d$. As we shall see, employment of this harmonic number makes it intrinsically different with
any existing model selection criterion, and also "bridges" the features of the two classes. Under some regularity conditions, we show that BC achieves the consistency in parametric settings and asymptotic efficiency in nonparametric settings. As a result, it achieves the asymptotic loss and risk efficiency in rather general situations.

The outline of this paper is given below. In Section 2, we propose the new variable selection criterion and define a measure called parametricness index, along with intuitive explanations. In Section 3, we review the $\mathrm{GIC}_{\lambda_{n}}$ method with $\lambda_{n}=2$ and $\lambda_{n} \rightarrow \infty$, with some extensions of existing results. They serve as the two representatives of various state-of-art methods. And based on those extensions, we rigorously prove the asymptotic loss and risk optimality of the new criterion in various settings under reasonable assumptions. In Section 4, an adaptation of the proposed method is further applied to high dimensional variable selection where sample size could be smaller than model dimensions. Numerical results are given in Section $B$ demonstrating the performances of the proposed method. We make our conclusions in Section 5, and outline some discussions on future work.

## 2. A new variable selection criterion

We define

$$
\begin{equation*}
S_{n}(\alpha)=\left\|\boldsymbol{y}_{n}-\hat{\boldsymbol{f}}_{n}(\alpha)\right\|^{2} \tag{1}
\end{equation*}
$$

and let $\hat{\sigma}_{n}^{2}$ be an estimator of $\sigma^{2}$. Many model selection procedures are equivalent or closely related to the following Generalized information criterion (or $\mathrm{GIC}_{\lambda_{n}}$ procedure) which selects

$$
\begin{equation*}
\hat{\alpha}_{n}=\underset{\alpha \in \mathcal{A}_{n}}{\arg \min } G_{n, \lambda_{n}}(\alpha) \triangleq \frac{S_{n}(\alpha)}{n}+\frac{\lambda_{n} \hat{\sigma}_{n}^{2} d_{n}(\alpha)}{n} \tag{2}
\end{equation*}
$$

where $\lambda_{n}$ is a deterministic sequence of $n$ that controls the trade-off between the goodness-of-fit and model parsimoniousness (Shao, 1997). If there exist more than one minimizers in (2), we arbitrarily choose one of them as $\hat{\alpha}_{n}$ (e.g. the one with the smallest dimension). Recall that $\bar{\alpha}_{n}=\left\{1, \ldots, d_{n}\right\}$. With $\hat{\sigma}_{n}^{2} \triangleq\left(n-d_{n}\right)^{-1} S\left(\bar{\alpha}_{n}\right)$, GIC $_{2}$ reduces to the $C_{p}$ method Mallows, 1973) and $\mathrm{GIC}_{\lambda_{n}}$ with $n^{-1} \lambda_{n}+\lambda_{n}^{-1}(\log \log n) \rightarrow 0$ is the GIC method proposed by Rao and Wu (1989). If we replace $\hat{\sigma}_{n}^{2}$ with $\left\{n-d_{n}(\alpha)\right\}^{-1} S(\alpha)$ and assume $n^{-1} \lambda_{n} d_{n}+n^{-1 / 2} d_{n} \rightarrow 0$, then a direct calculation (using $\log (1+x)=x+o(x))$ shows that (2) is basically equivalent to minimizing

$$
\begin{equation*}
\log \frac{S_{n}(\alpha)}{n}+\frac{\lambda_{n} d_{n}(\alpha)}{n} \tag{3}
\end{equation*}
$$

In this case, $\lambda_{n}=2$ corresponds to AIC and $\lambda_{n}=\log n$ corresponds to BIC. Moreover, AIC was shown to be asymptotically equivalent to delete1 CV (Stone, 1977) and GCV if $d_{n}=o(n)$ (Shao, 1997). In general, delete- $k$ CV has the same asymptotic behavior as the GIC $\lambda_{\lambda_{n}}$ with Shao, 1997)

$$
\begin{equation*}
\lambda_{n}=\frac{n}{n-k}+1 \tag{4}
\end{equation*}
$$

We propose the following Bridge criterion (BC):

$$
\begin{equation*}
\hat{\alpha}_{\mathrm{BC}}=\underset{\alpha \in \mathcal{A}_{n}, d_{n}(\alpha) \leq d_{n}\left(\hat{\alpha}_{\mathrm{CIC}_{2}}\right)}{\arg \min } B_{n, \lambda_{n}}(\alpha) \triangleq \frac{\Delta S_{n}(\alpha)}{n}+\frac{\lambda_{n} \hat{\sigma}_{n}^{2} H_{d_{n}(\alpha)}}{n} \tag{5}
\end{equation*}
$$

where $\hat{\alpha}_{\mathrm{GIC}_{2}}$ is the model selected by $\mathrm{GIC}_{2}$ procedure, and $H_{d_{n}(\alpha)}=$ $\sum_{k=1}^{d_{n}(\alpha)} k^{-1}$. The major difference with GIC $_{\lambda_{n}}$ and many others is that the penalty function of BC is nonlinear in model dimension. More details on $\hat{\sigma}_{n}^{2}, \lambda_{n}$, and the performance of BC and GIC will be examined in the next section.

Below we provide some intuitive explanations. In BC, we start by imposing a GIC $\lambda_{\lambda_{n}}$-type $\left(\lambda_{n} \rightarrow \infty\right)$ heavy penalty, but alleviate it more and more to endow the selection procedure with the following self-awareness.

1) if the model class is eventually parametric, some parsimonious model $\left(\underline{\alpha}_{n}^{c}\right)$ is already adequately explaining the data, so that extra dimensions become more and more obviously redundant; In other words, the models likely to be selected by BC are of dimensions no more than $O_{p}(1)$ above $d_{n}\left(\underline{\alpha}_{n}^{c}\right)$. But, within that region, the dispensable candidates suffer from extra penalties

$$
\begin{equation*}
\frac{\lambda_{n} \hat{\sigma}_{n}^{2}}{n}\left(\frac{1}{d_{n}\left(\underline{\alpha}_{n}^{c}\right)+1}+\cdots+\frac{1}{d_{n}(\alpha)}\right)=\frac{\lambda_{n}}{d_{n}\left(\underline{\alpha}_{n}^{c}\right)} \frac{\hat{\sigma}_{n}^{2}}{n} O_{p}(1) \tag{6}
\end{equation*}
$$

compared with (the optimal one) $\underline{\alpha}_{n}^{c}$. As long as $\lambda_{n} / d_{n}\left(\underline{\alpha}_{n}^{c}\right) \rightarrow \infty$ and $\hat{\sigma}_{n} \nrightarrow_{p} 0, \sqrt{6}$ resembles that of $\mathrm{GIC}_{\lambda_{n}}$, thus exhibiting similar asymptotic behavior.
2) if the model class is nonparametric, any model of a fixed dimension is usually not able to take advantage of more and more observations; thus, increasingly higher dimensions are likely to be selected. In other words, larger models tend to be favored, and this is even more accelerated by the smaller and smaller penalty increments induced by $H_{d_{n}(\alpha)}$. As a result, if $\lambda_{n}$ diverges not too rapidly, BC selects the largest model $\hat{\alpha}_{\mathrm{GIC}_{2}}$, which is asymptotically loss and risk efficient.

The theoretical analysis of BC will be elaborated in the next section. We shall show that for a wide variety of $\lambda_{n}$ 's and parametric/nonparametric situations, BC enjoys the universal optimality (in terms of handling both parametric and nonparametric settings). We suggest $\lambda_{n}=n^{1 / 3}$ based on our extensive numerical experiments. A reasonable baseline level of performance is achieved without further tuning of $\lambda_{n}$.

Building upon the proposed criterion, we define the following quantity referred to as parametricness index (PI). $\mathrm{PI}_{n}=1$ if $d_{n}\left(\hat{\alpha}_{\mathrm{GIC}_{2}}\right)=$ $d_{n}\left(\hat{\alpha}_{\mathrm{GIC}_{\lambda_{n}}}\right)=d_{n}\left(\hat{\alpha}_{\mathrm{BC}}\right)$, and

$$
\mathrm{PI}_{n}=\frac{d_{n}\left(\hat{\alpha}_{\mathrm{GIC}_{2}}\right)-d_{n}\left(\hat{\alpha}_{\mathrm{BC}}\right)}{d_{n}\left(\hat{\alpha}_{\mathrm{GIC}_{2}}\right)-d_{n}\left(\hat{\alpha}_{\mathrm{BC}}\right)+\left|d_{n}\left(\hat{\alpha}_{\mathrm{BC}}\right)-d_{n}\left(\hat{\alpha}_{\mathrm{GIC}_{\lambda_{n}}}\right)\right|}
$$

otherwise, given a prescribed candidate set $\mathcal{A}_{n}$. The $\lambda_{n}$ in the above $\mathrm{GIC}_{\lambda_{n}}$ is chosen to be a diverging sequence to ensure consistency in the parametric scenario. From the literature, we suggest $\lambda_{n}=\log n$ so that $\mathrm{GIC}_{\lambda_{n}}$ performs closely to BIC. Following our definition, $\mathrm{PI}_{n} \in[0,1]$. Intuitively, $\mathrm{PI}_{n}$ is close to one in parametric scenario where $d_{n}\left(\hat{\alpha}_{\mathrm{BC}}\right), d_{n}\left(\hat{\alpha}_{\mathrm{GIC}_{\lambda_{n}}}\right)$ do not differ much, while close to zero in nonparametric scenario where $d_{n}\left(\hat{\alpha}_{\mathrm{BC}}\right)$ and $d_{n}\left(\hat{\alpha}_{\mathrm{GIC}_{2}}\right)$ are close and larger than $d_{n}\left(\hat{\alpha}_{\mathrm{GIC}_{\lambda_{n}}}\right)$.

The goal of PI is to measure the extent to which the specified model class is adequate in explaining the observed data, namely to assess the confidence that the selected model can be practically treated as the datagenerating model (given sample size $n$ ). The larger $\mathrm{PI}_{n}$, the more confidence. In parametric situations where BC and $\mathrm{GIC}_{\lambda_{n}}$ are consistent in variable selection, clearly we have $\mathrm{PI}_{n} \rightarrow_{p}$. Also, whether $\mathbb{P}\left\{\mathrm{PI}_{n} \leq t\right\} \rightarrow$ 1 for some constant $t<1$ in nonparametric situations depends on more knowledge about $\mathcal{R}_{n}(\cdot)$. We shall provide Proposition 3 in Section 3 that indicates the following simple rule for answering the question if we are in a parametric or nonparametric scenario: regard it parametric if $\mathrm{PI}_{n}>t$ for some $0<t<1$ and nonparametric otherwise.

## 3. Asymptotic performance of classical criteria and BC

In this section, we review the asymptotic performance of classical criteria in parametric and nonparametric situations, and provide some extensions of existing results. In addition, we show that no existing method, or any new one for that matter, can be consistent in selection of the best model for nonparametric situations. Based on this, for adaptation over parametric and nonparametric situations, while adaptive selection consistency is clearly ruled out, there is still hope to achieve asymptotic efficiency adaptively. We then prove that the proposed Bridge criterion can achieve such
goal.

### 3.1. Regression models and goals

Let $\mathcal{A}_{n}$ denote the class of candidate models. Without loss of generality, we assume that $\bar{\alpha}_{n}=\left\{1, \ldots, d_{n}\right\}$ is the largest model in $\mathcal{A}_{n}$. It is common to allow $d_{n}$ to diverge with $n$ in order to include any correct model with fixed dimension (if there exists), and to achieve optimal loss/risk when no candidate model is correct. We assume that $X_{n}^{\mathrm{T}} X_{n}, n=1,2, \ldots$ are non-random and invertible. We consider the classical setting $n>d_{n}$ for now, until we generalize it in Section 4. We refer to $d_{n}(\alpha)$ as the dimension of model $\alpha$. Each $\alpha \in \mathcal{A}_{n}$ denotes the candidate linear model that assumes $\boldsymbol{f}_{n}$ is in the column linear span of $X_{n}(\alpha)$, the corresponding $n \times d_{n}(\alpha)$ sub-matrix of $X_{n}$. In other words, the LSE of $\boldsymbol{f}_{n}$ under model $\alpha$ is $\hat{\boldsymbol{f}}_{n}(\alpha)=P_{n}(\alpha) \boldsymbol{y}_{n}$, where $P_{n}(\alpha)=X_{n}(\alpha)\left\{X_{n}(\alpha)^{\mathrm{T}} X_{n}(\alpha)\right\}^{-1} X_{n}(\alpha)^{\mathrm{T}}$. We define

$$
\begin{equation*}
\Delta_{n}(\alpha)=n^{-1}\left\|P_{n}(\alpha)^{\perp} \boldsymbol{f}_{n}\right\|^{2} \tag{7}
\end{equation*}
$$

and refer to it as the model approximation error. A candidate model $\alpha$ is correct if it satisfies $\Delta_{n}(\alpha)=0$. Let $\mathcal{A}_{n}^{c}$ denote the set of all the correct candidate models in $\mathcal{A}_{n}$. Let $\boldsymbol{e}_{n}=\boldsymbol{y}_{n}-\boldsymbol{f}_{n}=\left[e_{1}, \ldots, e_{n}\right]^{\mathrm{T}}$ denote the noise vector. We assume that $e_{1}, \ldots, e_{n}$ are independent and identically distributed (i.i.d.) with variance $\sigma^{2}>0$.

Throughout this paper, the model class is referred to as "parametric" if $\mathcal{A}_{n}^{c} \neq \emptyset$, and "nonparametric" if $\mathcal{A}_{n}^{c}=\emptyset$, for all sufficiently large $n$. Subsection B. 1 includes a specific example showing the parametric and nonparametric settings. If $\mathcal{A}_{n}^{c} \neq \emptyset$, we let $\underline{\alpha}_{n}^{c}$ denote the model in $\mathcal{A}_{n}^{c}$ with the smallest dimension. We make the following assumptions. For all
sufficiently large $n$,

$$
\begin{align*}
\underline{\alpha}_{n}^{c} \subseteq \alpha, \forall \alpha \in \mathcal{A}_{n}^{c} \backslash\left\{\underline{\alpha}_{n}^{c}\right\} & \text { if } \mathcal{A}_{n}^{c} \neq\left\{\underline{\alpha}_{n}^{c}\right\}  \tag{8}\\
\max _{\alpha \in \mathcal{A}_{n} \backslash \mathcal{A}_{n}^{c}} \frac{\mathcal{R}_{n}\left(\underline{\alpha}_{n}^{c}\right)}{\mathcal{R}_{n}(\alpha)} \rightarrow 0 & \text { if } 0<\operatorname{card}\left(\mathcal{A}_{n}^{c}\right)<\operatorname{card}\left(\mathcal{A}_{n}\right) \tag{9}
\end{align*}
$$

Assumption (8) guarantees that $\underline{\alpha}_{n}^{c}$ is uniquely defined, and that $\underline{\alpha}_{n}^{c}$ minimizes $\mathcal{R}_{n}(\alpha)$ over $\mathcal{A}_{n}^{c}$. Assumption (9) is required to distinguish the "parametric" from the "nonparametric". Instead of assumptions (8) and (9), we may also assume that $\underline{\alpha}_{n}^{c}$ is fixed and there exists a fixed vector $\boldsymbol{\beta}$ (which does not depend on $n$ ) satisfying

$$
\begin{equation*}
\boldsymbol{f}_{n}=X_{n}\left(\underline{\alpha}_{n}^{c}\right) \boldsymbol{\beta}, \operatorname{eig}_{\min }\left(X_{n}^{\mathrm{T}} X_{n}\right) \sim n, \operatorname{eig}_{\max }\left(X_{n}^{\mathrm{T}} X_{n}\right) \sim n, n^{-1} d_{n} \rightarrow 0 \tag{10}
\end{equation*}
$$

The conditions given in (10) were commonly used in prior work (Rao and $\mathrm{Wu}, 1989$; Shao, 1997). Note that these conditions are stronger than our assumptions (8)-(9), which allow high dimensional settings where $\underline{\alpha}_{n}^{c}$ varies with $n$. To see it, suppose that there exists $\alpha^{c} \in \mathcal{A}_{n}^{c}$ such that $\underline{\alpha}_{n}^{c} \nsubseteq \alpha^{c}$. Then some columns of $X_{n}$ are linearly dependent, which contradicts the second condition in (10). This implies (8). In addition, the first three conditions in imply that

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \min _{\alpha \in \mathcal{A}_{n} \backslash \mathcal{A}_{n}^{c}} \Delta_{n}(\alpha)>0 \quad \text { if } 0<\operatorname{card}\left(\mathcal{A}_{n}^{c}\right)<\operatorname{card}\left(\mathcal{A}_{n}\right) \tag{11}
\end{equation*}
$$

which, together with $n^{-1} d_{n} \rightarrow 0$, result in (9).
The loss and risk defined above may be written as

$$
\begin{equation*}
\mathcal{L}_{n}(\alpha)=\Delta_{n}(\alpha)+\frac{\left\|\boldsymbol{e}_{n}\right\|_{P_{n}(\alpha)}^{2}}{n}, \quad \mathcal{R}_{n}(\alpha)=\Delta_{n}(\alpha)+\frac{\sigma^{2} d_{n}(\alpha)}{n} \tag{12}
\end{equation*}
$$

Define

$$
\mathcal{A}_{n}^{L}=\left\{\alpha: \alpha \in \mathcal{A}_{n}, \mathcal{L}_{n}(\alpha)=\min _{\alpha^{\prime} \in \mathcal{A}_{n}} \mathcal{L}_{n}\left(\alpha^{\prime}\right)\right\}
$$

We let $\alpha_{n}^{L}$ denote the model with the smallest dimension in $\mathcal{A}_{n}^{L}$ (and we arbitrarily pick up one from $\mathcal{A}_{n}^{L}$ if it is not unique). When $\mathcal{A}_{n}^{L}$ contains only one element, we write $\mathcal{A}_{n}^{L}=\left\{\alpha_{n}^{L}\right\}$. We similarly define $\mathcal{A}_{n}^{R}$ and $\alpha_{n}^{R}$. A model selection procedure is said to be $\mathcal{L}$-consistent if $\mathbb{P}\left(\hat{\alpha}_{n} \in \mathcal{A}_{n}^{L}\right) \rightarrow 1$, and asymptotically loss efficient if $\mathcal{L}_{n}\left(\hat{\alpha}_{n}\right) / \mathcal{L}_{n}\left(\alpha_{n}^{L}\right) \rightarrow_{p} 1$. Note that the former concept implies the later one. Similarly, the $\mathcal{R}$-consistency and asymptotic risk efficiency are respectively defined by $\mathbb{P}\left(\hat{\alpha}_{n} \in \mathcal{A}_{n}^{R}\right) \rightarrow 1$, and $\mathcal{R}_{n}\left(\hat{\alpha}_{n}\right) / \mathcal{R}_{n}\left(\alpha_{n}^{R}\right) \rightarrow_{p}$. We say $\mathcal{R}_{n}(\cdot)$ is regular, if for any sequence $\left\{\alpha_{n}\right\}$ that $\mathcal{R}_{n}\left(\alpha_{n}\right) / \mathcal{R}_{n}\left(\alpha_{n}^{R}\right) \rightarrow 1$, we have $\max _{\alpha \in \mathcal{A}_{n}^{R}}\left\{\mid d_{n}\left(\alpha_{n}\right) / d_{n}(\alpha)-\right.$ $1 \mid\} \rightarrow 0$.

### 3.2. Selection consistency and prediction efficiency

Proposition 1 gives sufficient conditions under which the consistency in selection and asymptotic efficiency are equivalent.

Proposition 1. Suppose that $\mathcal{A}_{n}^{c} \neq \emptyset$ for all sufficiently large $n$.
(i) Under conditions (8), (9), and

$$
\begin{equation*}
\sum_{\alpha \in \mathcal{A}_{n} \backslash \mathcal{A}_{n}^{c}}\left\{n \mathcal{R}_{n}(\alpha)\right\}^{-m_{1}} \rightarrow 0 \quad \text { if } \mathcal{A}_{n} \neq \mathcal{A}_{n}^{c} \tag{13}
\end{equation*}
$$

for some fixed constant $m_{1} \geq 1$ satisfying $E\left(e_{1}^{4 m_{1}}\right)<\infty$ (recall that $e_{1}$ is the noise term), we have

$$
\begin{equation*}
\mathbb{P}\left\{\mathcal{A}_{n}^{R}=\left\{\alpha_{n}^{R}\right\}, \mathcal{A}_{n}^{L}=\left\{\alpha_{n}^{L}\right\}, \alpha_{n}^{L}=\underline{\alpha}_{n}^{c}=\alpha_{n}^{R}\right\} \rightarrow 1 \tag{14}
\end{equation*}
$$

(ii) If we further assume that $d_{n}\left(\underline{\alpha}_{n}^{c}\right)<\bar{d}$ for some fixed constant $\bar{d}>0$, and

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \mathbb{P}\left\{\min _{\alpha \in \mathcal{A}_{n}^{c} \backslash\left\{\underline{\alpha}_{n}^{c}\right\}}\left\|\boldsymbol{e}_{n}\right\|_{P_{n}(\alpha)-P_{n}\left(\underline{\alpha}_{n}^{c}\right)}^{2}>\delta\right\}>0 \tag{15}
\end{equation*}
$$

for some fixed constant $\delta>0$, then $\mathcal{L}$-consistency and $\mathcal{R}$-consistency, and asymptotic loss and risk efficiency are all equivalent.

We note that (13) is a regularity condition that has been commonly used to derive asymptotic results, for example in (Li, 1987, A.3) and (Shao, 1997, eq.(2.6)). Consider, for example, the typical case where $\mathcal{R}_{n}(\alpha)>$ $n^{-\zeta}$ for all $\alpha \in \mathcal{A}_{n} \backslash \mathcal{A}_{n}^{c}$ and a fixed $\zeta<1$. Suppose that $\operatorname{card}\left(\mathcal{A}_{n} \backslash \mathcal{A}_{n}^{c}\right)$ increases as a polynomial in $n$, and that the moment generating function of $e_{i}$ exists, then condition $\sqrt{13}$ is met. An assumption stronger than (13) was made in (Shibata, 1981, Assumption 2). Condition 15 ) holds if, for example, $\boldsymbol{e}_{n}$ is Gaussian and $\mathcal{A}_{n}^{c}$ is a nested class such as $\mathcal{A}_{n}^{c}=\{\{1\},\{1,2\}, \ldots\}$.

### 3.3. Asymptotic performance of Generalized information criterion

It has been shown that the asymptotic performance of $\mathrm{GIC}_{\lambda_{n}}$ procedure (and thus many others) largely depends on the choice of $\lambda_{n}$ (Nishii et al., 1984, Li, 1987; Rao and Wu, 1989; Shao, 1997). As a summary and extension of existing results, we provide the following proposition for GIC $_{\lambda_{n}}$ in two representing cases: $\lambda_{n}=2$ and $\lambda_{n} \rightarrow \infty$. In the sequel, we shall refer to the two cases as $\mathrm{GIC}_{2}$ and $\mathrm{GIC}_{\lambda_{n}}$, respectively. The proof of asymptotic loss efficiency in case (i) (assuming $\underline{\alpha}_{n}^{c}$ does not depend on $n$ ) and case (ii) were studied in Theorem 1 (i)(iii) and Theorem 2 (ii) in Shao, 1997). Proposition 2 summarizes both loss and risk efficiency in two cases under weaker conditions.

Proposition 2. Assume that $\hat{\sigma}_{n}^{2} \rightarrow_{p} \sigma^{2}$ and conditions (8), (9), (13) hold.
(i) In the case that $\mathcal{A}_{n}^{c} \neq \emptyset$ for all sufficiently large $n$ (parametric), if
we further assume that

$$
\begin{align*}
& \limsup _{n \rightarrow \infty} \max _{\alpha \in \mathcal{A}_{n} \backslash \mathcal{A}_{n}^{c}} \frac{\mathcal{R}_{n}\left(\underline{\alpha}_{n}^{c}\right)}{\mathcal{R}_{n}(\alpha)} \lambda_{n}<1  \tag{16}\\
& \limsup _{n \rightarrow \infty} \sum_{\alpha \in \mathcal{A}_{n}^{c} \backslash\left\{\underline{\alpha}_{n}^{c}\right\}}\left\{d_{n}(\alpha)-d_{n}\left(\underline{\alpha}_{n}^{c}\right)\right\}^{-m_{2}}<\infty \tag{17}
\end{align*}
$$

for some fixed constant $m_{2} \geq 1$ satisfying $E\left(e_{1}^{4 m_{2}}\right)<\infty$, then $G I C_{\lambda_{n}}$ with $\lambda_{n} \rightarrow \infty$ is $\mathcal{L}$-consistent and $\mathcal{R}$-consistent.
(ii) In the case that $\operatorname{card}\left(\mathcal{A}_{n}^{c}\right) \leq 1$ for all sufficiently large $n$ (parametric with a unique correct candidate model or nonparametric), then GIC ${ }_{2}$ is asymptotically loss and risk efficient.

Remark 1 (Interpretation of each condition). Condition 16) requires $\lambda_{n}$ to be not too large so that the selection procedure does not underfit. If for case (i) we assume the stronger condition (10) (thus (11)), then (16) can be implied from $\lim _{\sup }^{n \rightarrow \infty}$ $n^{-1} \lambda_{n} d_{n}\left(\underline{\alpha}_{n}^{c}\right)=o(1)$. If we further assume a fixed $d_{n}\left(\underline{\alpha}_{n}^{c}\right)$ that does not depend on $n$, then it suffices to require $\lambda_{n}=o(n)$, as is often assumed in the classical model selection papers.

Assumption (17) is a regularity condition that implicitly controls the number of low-dimensional true models, so that the minimal one $\underline{\alpha}_{n}^{c}$ can be distinguished between the remaining ones in $\mathcal{A}_{n}^{c}$. For nested models in the form of $\mathcal{A}_{n}^{c}=\left\{\alpha_{1}, \alpha_{2}, \ldots\right\}, \alpha_{1} \subsetneq \alpha_{2} \subsetneq \cdots, \sqrt{17}$ is trivially satisfied given any $m_{2}>1$.

It is assumed that $\hat{\sigma}_{n}^{2} \rightarrow_{p} \sigma^{2}$ in both cases. A popular choice is to let $\hat{\sigma}_{n}^{2}=S\left(\bar{\alpha}_{n}\right) /\left(n-d_{n}\right)$. It is consistent for $\sigma^{2}$ if $\mathcal{A}_{n}^{c} \neq \emptyset$, but not necessarily so if $\mathcal{A}_{n}^{c}=\emptyset$. For $\mathcal{A}_{n}^{c}=\emptyset$, it has been proved in (Shao, 1997, Thm.1A) that the additional assumptions $\Delta_{n}\left(\bar{\alpha}_{n}\right) \rightarrow 0, d_{n} / n \nrightarrow 1$ guarantee that $\hat{\sigma}_{n}^{2} \rightarrow_{p} \sigma^{2}$.

We note that the results of both cases allow $\underline{\alpha}_{n}^{c}$ to vary with $n$. In that sense, what is essential to distinguish the parametric and nonparametric
situations is not the existence of a correct model of fixed dimension, but the rate of convergence of risks in $\mathcal{A}_{n}^{c}$ and $\mathcal{A}_{n} \backslash \mathcal{A}_{n}^{c}$ (condition (9)).

Proposition 2 states the asymptotic loss/risk efficiency of $\mathrm{GIC}_{2}$ (resp. $\mathrm{GIC}_{\lambda_{n}}$ ) in the nonparametric (resp. parametric) case. In addition, if $\mathcal{A}_{n}^{c}$ contains more than one correct model with fixed dimensions, then $\mathrm{GIC}_{2}$ is typically not asymptotically loss efficient (Shao, 1997, Thm.1(iii)). On the other hand, GIC $_{\lambda_{n}}$ is typically not asymptotically efficient in nonparametric situations (Shao, 1997, p.230). These will also be demonstrated by our numerical experiments.

### 3.4. Can we select the best model consistently in the nonparametric situations?

Related to the questions proposed in Section 1, we have discussed that selection consistency (in terms of both loss and risk) is achievable in parametric situations. Proposition 1 also shows that asymptotic efficiency is often equivalent to consistency in a parametric model class.

For nonparametric situations, is it possible to consistently identify the best model (in terms of the smallest loss/risk)? This subsection gives a negative answer under mild conditions (which are easily met under familiar model approximation errors). In other words, one could approach but not exactly achieve the optimal risk, meaning that asymptotic efficiency is a more suitable concept than selection consistency for nonparametric model classes. This understanding is important because it immediately rules out the possibility of adaptation over parametric and nonparametric situations in terms of selection of the best model, but still leaves the door open for pursuing adaptive optimal estimation of the regression function. Indeed, in the next section, we propose an adaptive method that achieves asymptotic loss/risk efficiency in both parametric and nonparametric sit-
uations.
In the following theorem and its corollary, we show under reasonable assumptions that selection consistency in nonparametric models is often unrealistic. In the following theoretical analysis, we shall focus on risk consistency due to the discussion in Subsection 3.2. Most of the state-of-the-art variable selection criteria as introduced before are based on the least squares fitting error $S_{n}(\alpha)$ that is defined in (1). Let $\boldsymbol{S}_{\mathcal{A}_{n}} \triangleq$ $\left[S_{n}(\alpha)\right]_{\alpha \in \mathcal{A}_{n}}$ be the vector of fitting errors of each model in $\mathcal{A}_{n}$. Let the $\operatorname{map} \boldsymbol{y}_{n} \mapsto \psi_{n}\left(\boldsymbol{y}_{n}, \mathcal{A}_{n}\right) \in \mathcal{A}_{n}$ indicate a model selection procedure. Our results are concerned with a class of selection rules satisfying the following two properties.
(P1) Least squares sufficiency: The selection criterion $\psi_{n}\left(\boldsymbol{y}_{n}, \mathcal{A}_{n}\right)$ can be written as $\phi_{n}\left(\boldsymbol{S}_{\mathcal{A}_{n}}\right)$ for some mapping $\boldsymbol{S}_{\mathcal{A}_{n}} \mapsto \phi_{n}\left(\boldsymbol{S}_{\mathcal{A}_{n}}\right) \in \mathcal{A}_{n}$. In other words, the selection is only using the information from least squares error $\boldsymbol{S}_{\mathcal{A}_{n}}$.
(P2) Reduction compatibility: The selection result $\hat{\alpha}$ remains unchanged if any subset excluding $\hat{\alpha}$ is removed from $\mathcal{A}_{n}$ (and correspondingly $\boldsymbol{S}_{\mathcal{A}_{n}}$ is reduced). In other words, if $\mathcal{A}_{n}^{\prime} \subset \mathcal{A}_{n}$ and $\phi_{n}\left(\boldsymbol{S}_{\mathcal{A}_{n}}\right) \in \mathcal{A}_{n}^{\prime}$, then $\phi_{n}\left(\boldsymbol{S}_{\mathcal{A}_{n}}\right)=\phi_{n}\left(\boldsymbol{S}_{\mathcal{A}_{n}^{\prime}}\right)$.

A selection criterion is said to be normal, if it satisfies properties (P1) and (P2). Clearly, all the penalized selection criteria as introduced before are normal selection criteria.

Theorem 1. Assume that the noises $e_{1}, \ldots, e_{n}$ are i.i.d. Gaussian with zero mean and variance $\sigma^{2}$. Suppose that the model class is nested in the form of $\mathcal{A}_{n}=\left\{\alpha_{1}, \ldots, \alpha_{d_{n}}\right\}, \alpha_{j}=\{1, \ldots, j\}$, and $\mathcal{A}_{n}^{c}=\emptyset$. Suppose that for all sufficiently large $n$,
(i) $\Delta_{n}\left(\bar{\alpha}_{n}\right) \rightarrow 0, d_{n} / n \rightarrow 0$;
(ii) $\mathcal{R}_{n}\left(\alpha_{n}^{R}\right)>n^{-\zeta}$ for some fixed constants $\zeta \in(0,1)$;
(iii) $\operatorname{card}\left(\mathcal{A}_{n}^{R}\right)<C$ for some fixed constant $C$;
(iv) $\Delta_{n}(\alpha)$ depends only on $\alpha$;
(v) $\Delta_{n}\left(\alpha_{n}^{R}\right)<b$ for some constant $b$
(vi) There exists $n^{\prime}\left(n^{\prime}>n\right)$ that is a function of $n$ and satisfies

$$
\begin{align*}
& n^{-1 / 2}\left(n-n^{\prime}\right) \rightarrow 0  \tag{18}\\
& n^{-1 / 2}\left\{d\left(\alpha_{n}^{R}\right)-d\left(\alpha_{n^{\prime}}^{R}\right)\right\} \rightarrow 0, \quad n\left\{\Delta_{n}\left(\alpha_{n}^{R}\right)-\Delta_{n}\left(\alpha_{n^{\prime}}^{R}\right)\right\} \rightarrow \infty  \tag{19}\\
& \alpha_{n}^{R} \subsetneq \alpha_{n^{\prime}}^{R}, \quad d\left(\alpha_{n^{\prime}}^{R}\right) \leq d_{n} \tag{20}
\end{align*}
$$

$$
\text { for any } \alpha_{n}^{R} \in \mathcal{A}_{n}^{R} \text { and } \alpha_{n^{\prime}}^{R} \in \mathcal{A}_{n^{\prime}}^{R} \text {. }
$$

Then asymptotic efficiency can be achieved (e.g. using GIC2), while for any normal selection criterion $\psi$

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \mathbb{P}_{n}\left\{\psi_{n}\left(\boldsymbol{y}_{n}, \mathcal{A}_{n}\right) \notin \mathcal{A}_{n}^{R}\right\}>0 \tag{21}
\end{equation*}
$$

where $\mathbb{P}_{n}$ denotes the probability under the distribution of $\boldsymbol{y}_{n}$.
In particular, all the above conditions are met if the model approximation error is in the familiar form of $\Delta_{n}(\alpha)=c d(\alpha)^{-\gamma}$ with $c>0,0<$ $\gamma<1$.

A more general result is summarized in Proposition 4 in the supplementary file. We note that in the limit of (21), $y_{n}$ and $y_{n^{\prime}}\left(n \neq n^{\prime}\right)$ are not required to be independent, so that the result applies to either independent realizations or a single realization as $n$ varies.

### 3.5. Adaptive optimality of Bridge criterion

Recall that our goal of adaptive optimal variable selection is to achieve $\mathcal{L}$-consistency and $\mathcal{R}$-consistency in parametric settings and asymptotic loss/risk efficiency in nonparametric settings (thus asymptotic efficiency in general). Theorem 2 below establishes the asymptotic optimality of
our proposed Bridge criterion. Its proof is in line with the intuitions explained in Section 2 .

ThEOREM 2. Assume that $\hat{\sigma}_{n}^{2} \rightarrow_{p} \sigma^{2}$, conditions (8), (9), (13) hold, and either of the following set of conditions hold for all sufficiently large $n$.

- Case 1: $\mathcal{A}_{n}^{c} \neq \emptyset, \lambda_{n}$ satisfies (16), and

$$
\begin{equation*}
\frac{\lambda_{n}}{d_{n}\left(\underline{\alpha}_{n}^{c}\right)} \rightarrow \infty \tag{22}
\end{equation*}
$$

Additionally, there exists a fixed constant $m_{3} \geq 1$ such that $E\left(e_{1}^{4 m_{3}}\right)<$ $\infty$, and

$$
\begin{align*}
& \lim _{\ell \rightarrow \infty}^{\limsup } \operatorname{lum}_{n \rightarrow \infty} \sum_{\alpha \in \mathcal{A}_{n}^{c}, d_{n}(\alpha)-d_{n}\left(\underline{\alpha}_{n}^{c}\right)>\ell}\left\{d_{n}(\alpha)-d_{n}\left(\underline{\alpha}_{n}^{c}\right)\right\}^{-m_{3}}=0  \tag{23}\\
& \limsup _{n \rightarrow \infty} \sum_{\alpha \in \mathcal{A}_{n}^{c}, d_{n}(\alpha)-d_{n}\left(\underline{\alpha}_{n}^{c}\right)<k}\left\{d_{n}(\alpha)-d_{n}\left(\underline{\alpha}_{n}^{c}\right)\right\}^{-m_{3}}<\infty \tag{24}
\end{align*}
$$

for any fixed positive integer $k$.

- Case 2: $\mathcal{A}_{n}^{c}=\emptyset, \lambda_{n}$ satisfies

$$
\begin{equation*}
\lambda_{n} \leq \frac{q d_{n}\left(\alpha_{n}^{R}\right)}{\log d_{n}\left(\alpha_{n}^{R}\right)} \tag{25}
\end{equation*}
$$

for any fixed constant $0<q<2\left(d_{0}-1\right) / d_{0}$, where $d_{0}>1$ is a constant such that $d_{n}\left(\alpha_{n}^{R}\right) \geq d_{0}$, and $\mathcal{R}_{n}(\cdot)$ is regular.

Then Bridge criterion is $\mathcal{L}$-consistent and $\mathcal{R}$-consistent in the first case $\left(\mathcal{A}_{n}^{c} \neq \emptyset\right)$, and asymptotically loss and risk efficient in the second case $\left(\mathcal{A}_{n}^{c}=\emptyset\right)$.

### 3.6. Assessment of parametricness

The next Proposition 3 shows that our proposed $\mathrm{PI}_{n}$ converges in probability to one if the model class exhibits parametricness, and to zero otherwise, under some assumptions. Experimental studies in Section B show
that $\mathrm{PI}_{n}$ does provide the intended indications. For large $n$, it is either close to one or not, depending on whether it is truly parametric or not. In the experimental study, we also report another definition of PI given by Liu and Yang (2011), denoted by $\mathrm{PI}_{n}^{(2)}$. The intuition is that dropping few variables produces a significantly larger increase of fitting error in a parametric model class than in a nonparametric one. $\mathrm{PI}_{n}^{(2)}$ was shown to converges in probability to $\infty$ and 1 in parametric and nonparametric scenarios, respectively.

Proposition 3. Under the same conditions of Theorem 2, if $\mathcal{A}_{n}^{c} \neq \emptyset$ (parametric), then $\mathrm{PI}_{n} \rightarrow_{p} 1$; if $\mathcal{A}_{n}^{c}=\emptyset$ (nonparametric), and we further assume that the function $\mathcal{R}_{n}^{*}: \alpha \mapsto \mathcal{R}_{n}(\alpha)+\left(\lambda_{n}-2\right) \sigma^{2} d_{n}(\alpha) / n$ (resp. $\left.\mathcal{R}_{n}: \alpha \mapsto \mathcal{R}_{n}(\alpha)\right)$ is regular and has a unique minimum $\alpha_{n}^{*}$ (resp. $\alpha_{n}^{R}$ ) such that

$$
\begin{equation*}
\max _{\alpha \in \mathcal{A}_{n}} \frac{\lambda_{n} d_{n}(\alpha)}{n \mathcal{R}_{n}(\alpha)}<c_{1}, \quad \frac{d_{n}\left(\alpha_{n}^{*}\right)}{d_{n}\left(\alpha_{n}^{R}\right)}<c_{2} \tag{26}
\end{equation*}
$$

for all sufficiently large $n$ for some fixed constants $c_{1}>0$ and $0<c_{2}<1$, then $\mathrm{PI}_{n} \rightarrow_{p} 0$.

### 3.7. Simulated validation

PI could provide a quick indication of how much parametricness the model class exhibits. It is possible to construct hypothesis test of the model class being parametric against its alternative by bootstrapping. We introduce another way of assessing parametricness which may be more intuitive. If computational cost is not an issue, data analyst may choose to generate simulated data from the selected (and estimated) model, redo the same model selection procedure as if the simulated data is the original data, and check whether the same model can be consistently selected. This idea, referred to as simulated validation, is motivated by the idea of guided simulation or cross-examination used to compare models Li et al. (2000).

In particular, suppose that BC selects model $\hat{\alpha}_{\mathrm{BC}}$, with estimated coefficients $\tilde{\boldsymbol{\beta}}_{\hat{\alpha}_{\mathrm{BC}}}$ and regression function $\tilde{\boldsymbol{f}}_{n}=X \tilde{\boldsymbol{\beta}}_{\hat{\alpha}_{\mathrm{BC}}}$ for brevity. If $\hat{\alpha}_{\mathrm{BC}}$ is equal to $\bar{\alpha}_{n}=\left\{1, \ldots, d_{n}\right\}$, we expand $\mathcal{A}_{n}$ by introducing another column of $X_{n}$ such that $X_{n}^{\mathrm{T}} X_{n}$ remains invertible. We generate data $\tilde{\boldsymbol{y}}_{n}$ by

$$
\tilde{\boldsymbol{y}}_{n}=\tilde{\boldsymbol{f}}_{n}+\tilde{\boldsymbol{\varepsilon}}_{n}
$$

where $\tilde{\varepsilon}_{n}$ is a vector of independent Gaussian noises with zero mean and $\hat{\sigma}^{2}$ variance that is estimated from model $\hat{\alpha}_{\mathrm{BC}}$. BC is applied to the data and select a model $\hat{\alpha}_{\mathrm{BC}, \mathrm{s}}$. Intuitively, if the model class is parametric, the probability that $\hat{\alpha}_{B C, s}$ coincides with $\hat{\alpha}_{B C}$ is close to one. The expected result from simulated validation is formalized by the following theoretical result.

Theorem 3. Assume that the conditions of Theorem 2 hold (for the original observations). Additionally, we assume that for any model $\alpha \in$ $\mathcal{A}_{n}$ that is not the largest model $\bar{\alpha}_{n}$, there exists a larger model $\alpha^{\prime} \in \mathcal{A}_{n}$ such that $\alpha \subset \alpha^{\prime}$ and $\operatorname{card}\left(\alpha^{\prime}\right)=\operatorname{card}(\alpha)+1$. Then $\lim _{n \rightarrow \infty} \mathbb{P}\left(\hat{\alpha}_{\mathrm{BC}}=\right.$ $\left.\hat{\alpha}_{\mathrm{BC}, s}\right)=1$ if the model class is parametric, or $\limsup _{n \rightarrow \infty} \mathbb{P}\left(\hat{\alpha}_{\mathrm{BC}}=\right.$ $\left.\hat{\alpha}_{\mathrm{BC}, s}\right) \leq c$ for some constant $c \in(0,1)$ if the model class is nonparametric.

The additional assumption made in Theorem 3 is to ensure that a nonparametric model does not exhibit strong parametricness only due to a lack of competing models (whose dimensions are comparable). It is a mild assumption which holds, for instance, when $\mathcal{A}_{n}^{c}$ is a union of nested models in the form of $\left\{i_{1}\right\},\left\{i_{1}, i_{2}\right\}, \ldots$.

### 3.8. Discussion on the $\lambda_{n}$ in $B C$

In Theorem 2, we have shown that for a wide variety of $\lambda_{n}$ 's and parametric/nonparametric situations, BC enjoys the universal optimality that

GIC cannot. It is worth noting that though BC and $\mathrm{GIC}_{\lambda_{n}}$ have $\lambda_{n}$ in their expressions, they lead to fundamentally different asymptotic consequences. As we discussed in Subsection 3.3, asymptotic efficiency of $\mathrm{GIC}_{\lambda_{n}}$ is only possible for either $\lambda_{n} \rightarrow \infty$ or $\lambda=2$, depending whether the model class is parametric or not. For bounded $\lambda_{n}$ that is not equal to $2, \mathrm{GIC}_{\lambda_{n}}$ is typically sub-optimal. On the other hand, with a wide range of $\lambda_{n}$, BC can be optimal in both parametric or nonparametric situations. It implies that for a fairly chosen $\lambda_{n}$ data analysts do not need to worry about whether the model class is well specified or not for optimal estimation.

A natural concern is how to select $\lambda_{n}$ in practice, since the universal optimality of BC only holds under some conditions. From Theorem 2, these conditions depend on how parametric or nonparametric the underlying data generating model is. One way of thinking about the issue is to simply choose a deterministic sequence $\lambda_{n}$ in advance (when the data have not been observed). Then nature flips a coin, generating a set of data in a way either parametric or nonparametric. And there will be a range of parametric or nonparametric data generating models that admit the optimal property of BC. In our simulation, we find that $\lambda_{n}=n^{1 / 3}$ is a reasonable choice in various situations. Another way is to select a data-driven $\lambda_{n}$ using cross-validation, which will be discussed in Subsection B. 4 .

## 4. Use of Bridge criterion in high dimension ( $n<d_{n}$ )

### 4.1. Penalized regression

In the previous sections, we have considered variable selection in high dimensional situations where models in $\mathcal{A}_{n}$ and their dimensions can vary with $n$, but under $n \geq d_{n}$. Finding the sparse solution $\boldsymbol{\beta}$ of the high
dimensional regression $f(\boldsymbol{x})=\sum_{j=1}^{d_{n}} \beta_{j} x_{j}$ where $n<d_{n}$ has also received enormous attention in the past decades. The state-of-art approach is to solve a penalized regression. Commonly used penalty functions include least absolute shrinkage and selection operator (LASSO) and its extentions (Tibshirani, 1996; Zhao and Yu, 2006; Zou, 2006), smoothly clipped absolute deviation (SCAD) Fan and Li, 2001), and minimax concave penalty (MCP) (Zhang, 2010). Given that the model is parametric and the true $\boldsymbol{\beta}$ is a sparse vector (with $s$ nonzero entries, $s<n$ ), suitable conditions for consistent variable selection/estimation or prediction error bounds have been established for the above methods. More details can be found in (Fan and Li, 2001; Zhang, 2010; Hastie et al., 2015).

Nevertheless, it is not clear whether the regularization parameters usually chosen by cross validation are optimal. The theoretical performance of LASSO etc. in nonparametric situations is not fully understood. Moreover, even if the model is parametric, it can exhibit nonparametricness when the sparsity $s$ is large relative to $n$ (as we shall see from the experiments in Subsection B.3). Indeed, instability of these penalized regression methods is well-known and the high uncertainty damages reproducibility of the statistical findings Meinshausen and Bühlmann, 2010, Yu, 2013, Nan and Yang, 2014, Lim and Yu, 2016). Here we propose a more reliable selection approach that takes advantage of BC together with other considerations.

### 4.2. New section method based on $B C$ with variable ordering ( $B C-V O$ )

The idea is to utilize penalized regression methods to generate promising models, obtain a stable marginal weighting of the variables, and form a set of nested subsets. After we turn subset selection problem to order selection of nested models, BC can be applied and is expected to work well adaptively. We call this method BC with variable ordering in weight,

## Algorithm 1 BC-VO method

(a). Randomly split the data into two disjoint parts $\mathcal{D}_{1}, \mathcal{D}_{2}$;
(b). Apply LASSO, SCAD, and MCP to a data set $\mathcal{D}_{1 a} \subseteq \mathcal{D}_{1}$, and obtain the union of the three solution paths (denoted by $\hat{\mathcal{A}}_{n}$ );
(c). Calculate the weight of each model in $\hat{\mathcal{A}}_{n}$ (denoted by $\boldsymbol{w}=\left[w_{\alpha}\right]_{\alpha \in \hat{\mathcal{A}}_{n}}$ ) from a data set $\mathcal{D}_{1 b} \subseteq \mathcal{D}_{1}$, using an appropriate weighting scheme (described below);
(d). Calculate the marginal importance from $\boldsymbol{w}$ for each variable $k \in$ $\left\{1, \ldots, d_{n}\right\}$, defined by $u_{k}=\sum_{\alpha \in \hat{\mathcal{A}}_{n}} w_{\alpha} 1_{k \in \alpha}$ for $k \in \cup_{\alpha \in \hat{\mathcal{A}}_{n}} \alpha$, and $u_{k}=0$ otherwise, where $1_{k \in \alpha}$ is the $0-1$ indicator;
(e). Collect the variables with nonzero $u_{k}$ 's, arrange them in descending order of $u_{k}$, denoted by $i_{1}, i_{2}, \ldots$, and then form a nested model class $\mathcal{A}_{n}=$ $\left\{\left\{i_{1}\right\},\left\{i_{1}, i_{2}\right\}, \ldots\right\}$ of size no larger than $n$;
(f). Apply BC to the second subset of data $\mathcal{D}_{2}$ and select the optimal one from $\mathcal{A}_{n}$. Apply least squares to the selected variables for future prediction.
or BC-VO. Details are summarized in Algorithm 1 .
The above proposed method can be applied to regression variable selection when there is no prescribed candidate models, or when $d_{n}>n$. Next, we explain more details of each step.

The prescreening step in (b) is important because for $d_{n}>n$, even the simple nested candidate set $\left\{\alpha_{k}: k=1, \ldots, d_{n}\right\}$ with $\alpha_{k}=\{1, \ldots, k\}$ violates the invertibility of $X_{n}(\alpha)^{\mathrm{T}} X_{n}(\alpha)$. The $\boldsymbol{w}$ in Step (c) is introduced to measure the accuracies of the selected candidate models. To obtain $\boldsymbol{w}$, we use the adaptive regression by mixing (ARM) weighting scheme (Yang, 2001; Nan and Yang, 2014). A short review of ARM is included in Section K. 1 of the supplementary file. In step (b) and (c), we will assume $\mathcal{D}_{1 a}$ and $\mathcal{D}_{1 b}$ to be disjoint for technical convenience. But we found from various experimental studies that $\mathcal{D}_{1 a}=\mathcal{D}_{1 b}=\mathcal{D}_{1}$ works very well in practice, and this is the default option developed in the current package
'bc'. Step (d) uses a weighting scheme to produces the ordering of variables. It was originally proposed by Ye et al. (2018) to measure variable importance in high-dimensional regression. Step (e) forms a candidate class for the application of BC.

Alternative solutions to penalized regression in Step (b) are greedy algorithms, which make locally optimal choices in each iteration and build up a nested $\hat{\mathcal{A}}_{n}$. Examples are the orthogonal matching pursuit (OMP) (Chen et al., 1989; Pati et al., 1993), regularized orthogonal matching pursuit (Needell and Vershynin, 2009), compressive sampling matching pursuit (Needell and Tropp, 2009), and subspace pursuit (Dai and Milenkovic, 2009). For example, the OMP algorithm is capable of identifying $\underline{\alpha}_{n}^{c}$ at iteration $d_{n}\left(\underline{\alpha}_{n}^{c}\right)$ with high probability, given that $X$ is a Gaussian or Bernoulli random matrix with $n \sim s^{2} \log \left(d_{n} / s\right)$ where $s$ denotes the sparsity level (Davenport and Wakin, 2010). The convergence rate of OMP, a consistent model selection procedure along its solution path, and its oracle property were also studied by Ing and Lai (2011); Ding et al. (2013).

A simpler version of the above selection procedure is to apply only Steps (a)(b)(f) with $\mathcal{A}_{n}=\hat{\mathcal{A}}_{n}$. Splitting the complete data into two disjoint part (one for selecting the $\mathcal{A}_{n}$ and the other for $\alpha$ ) is necessary, as we shall explain in the next remark. The idea of forming a candidate set using the solution paths of LASSO, SCAD, and MCP was also used to design a variable selection diagnostics measures for high dimensional regression (Nan and Yang, 2014).

From synthetic data experiments, we have observed that the simpler procedure without (c)-(e) works reasonably well in practice, but there can be uncertainty arising from the choice of splitting ratio. Another issue is that the final result depends the solution path returned from LASSO etc., which can be sensitive to data size (Nan and Yang, 2014)
(especially when the size is small). Since variable selection is also of interest (instead of pure prediction), we propose the additional Steps (c)(e) to alleviate the above mentioned issues. These steps first assess the accuracies of the selected candidate models, and then stabilize variable selection by assigning importance weights to variables and re-formulating the candidate set.

Our experiments (not reported due to space limitation) show that the performance of the procedure (a)-(f) is not sensitive to the splitting ratio in (a). In the last step of ARM, $e^{-C_{\alpha}}$ is introduced as a prior weight to accommodate high-dimensional settings (as found in our experiments). We refer to (Nan and Yang, 2014) for an information theoretical interpretation of $C_{\alpha}$.

We note that the data splitting used in Steps (b) and (f) are necessary for consistency, because otherwise the procedures of candidate prescreening and model selection are not independent, invalidating the independence assumption of $e_{1}, \ldots, e_{n}$. Moreover, the arguments of asymptotic efficiency in the nonparametric scenario can be directly applied to the second subset of data. But it is not clear how to achieve asymptotic efficiency for the complete design matrix.

In the high-dimensional setting, we would like to study the prediction consistency and efficiency in both parametric and nonparametric regression models, just like their low-dimensional counterparts. However, we have not found a good way of formalizing the prediction efficiency for high-dimensional models. We leave it as an interesting future work. In Section K of the supplementary file, we only provide theoretical study for parametric high-dimensional regression models, in the sense that the regression function is a linear function of few significant variables.

Suppose that the data generating model is

$$
\begin{equation*}
\boldsymbol{y}_{n}=X_{n} \boldsymbol{\beta}_{*}+\boldsymbol{e}_{n} \tag{27}
\end{equation*}
$$

where $\boldsymbol{\beta}_{*}$ has $s$ nonzero entries, $s$ being a fixed positive integer. Accordingly, there exists a sparse subset $\underline{\alpha}^{c} \in\left\{1, \ldots, d_{n}\right\}$ of cardinality $s$ that represents the smallest correct model. The model $\underline{\alpha}^{c}$ is uniquely identifiable under some assumptions to be made in our theorem. We note that the assumption of $s$ being fixed was not needed in our low-dimensional settings in the previous sections. We shall prove that the BC-VO estimate from step (f) exhibits "oracle property" (Fan and Li, 2001) which also holds for SCAD (Fan and Li, 2001), MCP (Zhang, 2010), Adaptive LASSO (Zou, 2006) under suitable assumptions. This property means that as the sample size and model dimension go to infinity, all and only the true variables will be identified with probability going to one, the estimated parameters converge in probability to the true parameters, and the usual asymptotic normality holds as if all the irrelevant variables have already been excluded. This property also holds for SCAD, MCP, Adaptive LASSO (Fan and Li, 2001; Zhang, 2010; Zou, 2006).

## 5. Conclusion

In this paper, we introduced a new variable selection criterion that achieves asymptotic loss and risk efficiency in both parametric and nonparametric situations. The proposed method is theoretically intriguing and practically useful, as it bridges the gap between two typical classes of model selection methods. Its intrinsic adaptivity to data is mainly due to the harmonic penalty $\lambda_{n}\left(1+2^{-1}+\cdots\right)$. In practice when no prior knowledge about the model specification or data generating process is available, the proposed method is more flexible and reliable than the two typical classes of criteria in selecting the most appropriate model. We also proposed a
procedure for regression variable selection where the candidate set is not prescribed, or where the number of candidate variables is large relative to the sample size.

We conclude this paper by providing several ideas for further research. Firstly, since the proposed criterion admits a wide range of choices of $\lambda_{n}$, it may lead to a better performance by choosing data-driven $\lambda_{n}$ in a more principled manner. Secondly, the theoretical results in this paper are for fixed design regressions, and their extension to random design analysis would be interesting. Thirdly, adaptive optimal selection of variables in very high dimensional settings has yet to be systematically studied. For instance, it is theoretically unclear whether the proposed procedure in Section 4 can achieve universal optimality as its low dimensional counterpart. Last but not least, it would be appealing to have Bayesian counterpart of the new criterion.

## 6. Supplementary Material

Detailed proofs and explanations of each assumption are elaborated in the supplementary file.
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## A. Notation

We use $\rightarrow$ and $\rightarrow_{p}$ to denote respectively deterministic convergence and in probability convergence, as the sample size $n \rightarrow \infty$. We may drop the $n \rightarrow \infty$ whenever there is no ambiguity. Let $\operatorname{eig}_{\min }(\cdot)$ and $\operatorname{eig}_{\max }(\cdot)$ denote the smallest and largest eigenvalues of a symmetric matrix. Let card $(A)$, $\lfloor a\rfloor$, and $H_{n}=\sum_{k=1}^{n} k^{-1}$ denote respectively the cardinality of a finite set, the largest integer that is no larger than $a$, and the $n$-th harmonic number. We use $A \backslash B$ to represent the set of elements in set $A$ but not in set $B$. For a positive semidefinite matrix $P$, let $\|\cdot\|_{P}$ denote the norm defined by $\|\boldsymbol{e}\|_{P}^{2} \triangleq \boldsymbol{e}^{\mathrm{T}} P \boldsymbol{e}$. It reduces to the Euclidean norm $\|\cdot\|$ when $P$ is an identity matrix.

## B. Experimental studies

In this section, we present experimental results to demonstrate the theoretical results and the advantages of Bridge criterion on various synthetic data. The main purpose of the experiments is to demonstrate that the proposed criterion achieves asymptotic efficiency in both parametric and nonparametric settings (which is unknown beforehand). We also numerically study the performance in high dimensional regression models where $d_{n}>n$.

In Subsections B.1 and B.2, the model classes under consideration are respectively polynomial regression and spline regression. In both cases, the candidate set is naturally chosen to be $\{\{1\}, \ldots,\{1, \ldots, d\}, \ldots\}$, with $d$ denoting either the degree of polynomial or number of basis splines being used. The purpose is to show that as sample size increases, BC behaves closer to the better of $\mathrm{GIC}_{2}$-type or $\mathrm{GIC}_{\lambda_{n}}$-type criteria. In Subsection B.3, we extend the numerical study of BC to high dimensional regressions where $n<d_{n}$, by using the procedure proposed in Section 4 . Finally, in Subsection 3.8 , we briefly discuss the choice of $\lambda_{n}$ in practice.

In some of the tasks, we compare $\mathrm{GIC}_{2}, \mathrm{CV}_{1}, \mathrm{BC}, \mathrm{GIC}_{\lambda_{n}}, \mathrm{CV}_{d}$ in terms of the loss, risk, and selected dimension. The $\lambda_{n}$ in $\mathrm{GIC}_{\lambda_{n}}$ is chosen to be $\log n$ so that $\mathrm{GIC}_{\lambda_{n}}$ is almost BIC. The $d$ in $\mathrm{CV}_{d}$ is chosen to meet (4) with $\lambda_{n}$ being $\log n$, so that $\mathrm{CV}_{d}$ is also comparable to BIC. In applying $\mathrm{CV}_{d}$ procedure, for each candidate model, $n-d$ randomly chosen observations are used for training and an average predication error is computed using the remaining $d$ observations; then the prediction error is further averaged over many independent replications, based on which the optimal candidate is selected.

Throughout the experiments, the $\lambda_{n}$ in BC is chosen to be $\lambda_{n}=n^{1 / 3}$, except in Subsection B. 4 an adaptive choice of $\lambda_{n}$ is compared. Better
results may be obtained by fine tuning the optimal $\lambda_{n}$ for each data generating scheme. But we found from our experiments that $\lambda_{n}=n^{1 / 3}$ gives a reasonable baseline level of performance without the need to do any further tuning. Let $\mathcal{N}\left(\mu, \sigma^{2}\right)$ denote the Gaussian distribution with mean $\mu$ and variance $\sigma^{2}$. The noises $e_{i}$ 's are generated from i.i.d. $\mathcal{N}\left(0, \sigma^{2}\right)$ with $\sigma^{2}=1$ unless otherwise stated. The signal to noise ratio (SNR) is defined by $\left\|\boldsymbol{f}_{n}\right\|^{2} /\left(n \sigma^{2}\right)$. In a parametric model class $\mathcal{A}_{n}$, for each $\alpha \in \mathcal{A}_{n}$ we define $u_{n}^{+}(\alpha)=\operatorname{card}\left(\alpha \backslash \underline{\alpha}_{n}^{c}\right), u_{n}^{-}(\alpha)=\operatorname{card}\left(\underline{\alpha}_{n}^{c} \backslash \alpha\right)$, which represent the extent of overfitting and underfitting, respectively. In the sequel, we summarize the averages of $u_{n}^{+}\left(\hat{\alpha}_{n}\right), u_{n}^{-}\left(\hat{\alpha}_{n}\right)$ in parametric settings and the averages of $d_{n}\left(\hat{\alpha}_{n}\right)$ in nonparametric settings, with $\hat{\alpha}_{n}$ denoting the models selected by each criterion. We also show the values of two different PI's, one is the $\mathrm{PI}_{n}$ proposed in this paper, and the other is $\mathrm{PI}_{n}^{(2)}$ proposed by Liu and Yang (2011), defined in Section 2. Each experiment will be based on 1000 independent replications, each of which consists of $n$ independent data $\left(y_{i}, \boldsymbol{x}_{i}\right), i=1, \ldots, n$. Each mean estimate in the tables is followed by its standard error in the parenthesis.

## B.1. Polynomial regression

Suppose that the regression function is $f(x)=\sum_{j=0}^{\infty} \beta_{j+1} x^{j}\left(\boldsymbol{\beta} \in \ell_{2}, 0 \leq\right.$ $x<1)$, and $y_{1}, \ldots, y_{n}$ are observed at $x=i a / n, i=0, \ldots, n-1(0<a \leq$ 1). The $(i, j)$ th $\left(1 \leq i, j \leq d_{n}\right)$ element of $X_{n}$ is $\{(i-1) a / n\}^{j-1}$. The asymptotic property of $X_{n}$ has been studied in (Shibata, 1981, Example 3.1). We generated data from model $f(x)=1+5 x^{2}\left(\right.$ denoted by $\left.\mathcal{M}_{1}\right)$, and another model $f(x)=\log (1+46 x)$ (denoted by $\mathcal{M}_{2}$ ). Clearly, under the specified (polynomial regression) model class, $\mathcal{M}_{1}$ is parametric while $\mathcal{M}_{2}$ is nonparametric. The SNRs are 9.3 in both cases. The candidate models are chosen be $\mathcal{A}_{n}=\left\{\alpha_{k}, k=1, \ldots, d_{n}\right\}$ with $d_{n}=\left\lfloor n^{1 / 3}\right\rfloor$, where $\alpha_{k}$ corresponds to $f(x)=\sum_{j=0}^{k-1} \beta_{j+1} x^{j}$. The dimension of model $\alpha_{k}$ is $k$.

We summarize the performances of BC (employing the default $\lambda_{n}=n^{1 / 3}$ ), $\mathrm{GIC}_{2}, \mathrm{CV}_{1}, \mathrm{GIC}_{\lambda_{n}}$, and $\mathrm{CV}_{d}$ for each $n=100,500,1000$ in Table 1 and Table 2. The values of $\mathcal{L}_{n}\left(\hat{\alpha}_{n}\right), \mathcal{R}_{n}\left(\hat{\alpha}_{n}\right)$ are analytically calculated using (12). In Table 1, $\mathrm{GIC}_{\lambda_{n}}$ and $\mathrm{CV}_{d}$ (the "first class") perform better than $\mathrm{GIC}_{2}$ and $\mathrm{CV}_{1}$ (the "second class") for large $n(500,1000)$, while the other way around for small $n$ (100). That is because when $n$ is small relative to $d_{n}\left(\underline{\alpha}_{n}^{c}\right)$, it falls into the practically nonparametric regime. In Table 2 , the second class outperform the first class for each $n$. Nevertheless, in all cases the performance of BC is close to the better of the two classes of criteria.

## B.2. Spline fitting

In this subsection, we use B-splines to approximate an unknown scalar function $f(x)$, given samples of $x$ and its noisy observations $y=f(x)+\varepsilon$. Similar technique may be extended to multivariate $x$ by using multidimensional splines or assuming additive nonlinear models (Stone, 1985 , Huang et al., 2010). The specified model class is $f(x)=\sum_{j=1}^{k} \beta_{j} B_{\ell, j}(x)$, where $B_{\ell, j}(x)$ are B -spline functions of order $\ell$ with knot sequence $t_{0}=$ $\cdots=t_{\ell-1}=0, t_{k}=\cdots=t_{k+\ell-1}=1, t_{\ell}, \ldots, t_{k-1}$ being internal knots equally spaced in $[0,1]$. The corresponding design matrix $X_{n}$ of size $n \times d_{n}$ is thus defined by $X_{i, j}=B_{\ell, j}\left(x_{i}\right), i=1, \ldots, n$. It is known that $X_{n}$ is of full rank given that $\sup _{x \in[0,1]}\left|Q_{n}(x)-Q(x)\right|=o\left(k^{-1}\right)$, where $Q_{n}(x)$ is the empirical distribution function of $\left\{x_{i}\right\}_{i=1}^{n}$, and $Q(x)$ is some distribution with a positive continuous density (Zhou et al., 1998, Lemma 6.2). Note that by Donsker's theorem, the above condition holds with probability close to one for $x_{i}$ 's being generated from $Q(x)$ and $k=o\left(n^{0.5}\right)$.

We use quadratic splines $(\ell=3)$ to fit synthetic data that are generated from two models, with $x_{i}=i / n, i=1, \ldots, n$. The parametric model (denoted by $\mathcal{M}_{3}$ ) uses $f(x)=-40 x^{2}+40 x-4$. The nonparamet-
ric model (denoted by $\mathcal{M}_{4}$ ) uses $f(x)=\log (1+100 x)$ for $x<0.7$ and $\log (71)\left\{1+100(x-0.7)^{4}\right\}$ for $x \geq 0.7$. The SNRs are 16 in both cases. The candidate models are chosen to be $\mathcal{A}_{n}=\left\{\alpha_{k}, k=1, \ldots, d_{n}\right\}$ with $d_{n}=\left\lfloor n^{1 / 3}\right\rfloor$, where $\alpha_{k}$ corresponds to the model of $k$ spline basis. The dimension of $\alpha_{k}$ is defined to be $k$. The results are summarized in Table 3 and Table 4. In Table 3, $\mathrm{GIC}_{\lambda_{n}}$ and $\mathrm{CV}_{d}$ perform better than $\mathrm{GIC}_{2}$ and $\mathrm{CV}_{1}$ for each $n$. As $n$ increases, BC behaves closer to the first class, and $\mathrm{PI}_{n}$ is closer to one. In Table 4, however, the second class perform better, and so does BC.

## B.3. Variable selection in high dimensional models with $n<d_{n}$

In this numerical study, we consider the variable selection for $f(\boldsymbol{x})=$ $\sum_{j=1}^{d_{n}} \beta_{j} x_{j}$ with $d_{n}>n$. We adopt the procedure $\mathrm{BC}-\mathrm{VO}$ proposed in Section 4 that casts the high dimension problem as a low dimensional one for BC. Since random design is more commonly used than fixed design in high dimensional problems, it is natural to evaluate the predictive performance based on the following risk. $\mathcal{R}_{n}\left(\hat{\alpha}_{n}\right)=E\left(\left\langle\tilde{\boldsymbol{x}}, \boldsymbol{\beta}-\hat{\boldsymbol{\beta}}\left(\hat{\alpha}_{n}\right)\right\rangle\right)^{2}$ where $\hat{\alpha}_{n}$ is the selected model by a criterion, and the expectation is taken over $\hat{\boldsymbol{\beta}}\left(\hat{\alpha}_{n}\right)$ and covariate $\tilde{\boldsymbol{x}}$ that is independent of $\hat{\boldsymbol{\beta}}\left(\hat{\alpha}_{n}\right)$. We note that our present theoretical analysis for asymptotic efficiency cannot be directly applied to the random design regression, but the consistency arguments (see Section 4) are still applicable.

For each synthetic data in the sequel, covariates (rows of $X_{n}$ ) are independently generated. We numerically compute the mean and standard error of $\mathcal{R}_{n}\left(\hat{\alpha}_{n}\right)$ in the following way. In each replication, suppose that $\hat{\boldsymbol{\beta}}\left(\hat{\alpha}_{n}\right)$ is the estimated coefficients by a criterion, then we compute the average of $\left.\left\langle\tilde{\boldsymbol{x}}_{i}, \boldsymbol{\beta}-\hat{\boldsymbol{\beta}}\left(\hat{\alpha}_{n}\right)\right\rangle\right)^{2}$ for randomly generated $\tilde{\boldsymbol{x}}_{1}, \ldots, \tilde{\boldsymbol{x}}_{1000}$. We split the data with ratio $r=0.7$ when applying step (a) of the procedure in Section 4. In some experiments not reported here, we also chose dif-
ferent $r$ and the results in Table 5 did not differ much. We use the R package NCVREG (Breheny and Lee, 2011) to perform LASSO, SCAD, and MCP model selections, and they are applied to the complete dataset (for a fair comparison with other criteria). The default 10 -fold crossvalidation has been used to tune the regularization parameters. Let $\sigma$ denote the standard deviation of the zero mean Gaussian noise added to the correct linear model. We consider the three models described below, each with $n=150,450, d_{n}=4 n / 3, \sigma=1.5,4.5$.

Model $\mathcal{M}_{5}$. In the first model, $\boldsymbol{\beta}=[10,5,5,2.5,2.5,1.25,1.25,0.675$, $0.675,0.3125,0.3125,0, \ldots, 0]$ (with $d_{n}-11$ zeros), and the $d_{n}$ covariates are i.i.d. $\mathcal{N}(0,1)$. The SNR is around 73 for $\sigma=1.5$ and 6.5 for $\sigma=5$. This model was used by Nan and Yang (2014).

Model $\mathcal{M}_{6}$. In the second model, $\boldsymbol{\beta}=[2.5, \ldots, 2.5,1.5, \ldots, 1.5,0.5$, $\ldots, 0.5, \ldots, 0, \ldots, 0]$ (where $2.5,1.5,0.5$ are each repeated five times, followed by $d_{n}-15$ zeros). The first 15 covariates and the remaining 185 covariates are independent. The pairwise covariance between $x_{i}, x_{j}$ is $0.5^{|i-j|}$ for $1 \leq i \leq j \leq 15$, and $x_{i}$ 's are i.i.d. $\mathcal{N}(0,1)$ for $16 \leq i \leq 200$. The SNR is around 52 for $\sigma=1.5$ and 4.5 for $\sigma=5$. This model was used by Huang et al. (2008).

Model $\mathcal{M}_{7}$. In the third model, $\boldsymbol{\beta}=[10.5,0, \ldots, 0]$ (with $d_{n}-1$ zeros), and the $d_{n}$ covariates are i.i.d. $\mathcal{N}(0,1)$. The SNR is around 50 for $\sigma=1.5$ and 4.3 for $\sigma=5$.

Model $\mathcal{M}_{8}$. In the fourth model, $\boldsymbol{\beta}=\left[10,10 / 2^{1.5}, \ldots, 10 / p^{1.5}\right]$ (with no zeros), and the $d_{n}$ covariates are i.i.d. $\mathcal{N}(0,1)$. The SNR is around 53 for $\sigma=1.5$ and 4.8 for $\sigma=5$. This model appears to be nonparametric but can exhibit strong parametricness as sample size increases.

We first consider $\sigma=1.5$. Table 5 summarizes the results in terms of $\mathcal{R}_{n}\left(\hat{\alpha}_{n}\right), u_{n}^{+}\left(\hat{\alpha}_{n}\right), u_{n}^{-}\left(\hat{\alpha}_{n}\right)$, and the smallest risk in each setting is bolded. For the four models, though the data are truly generated from linear mod-
els, they exhibit different practical parametricness. In $\mathcal{M}_{5}$ and $\mathcal{M}_{6}$, BCVO substantially outperforms the state-of-art penalized methods LASSO, SCAD, and MCP, especially for larger $n$. Note that compared with BC, both SCAD and MCP suffer less underfitting as well as overfitting, but their risks are larger. To see the reason, we decompose the risk into bias and variance terms in the following way:

$$
E(\langle\tilde{\boldsymbol{x}}, \boldsymbol{\beta}-\hat{\boldsymbol{\beta}}\rangle)^{2}=E_{\tilde{\boldsymbol{x}}}(\langle\tilde{\boldsymbol{x}}, \boldsymbol{\beta}-E \hat{\boldsymbol{\beta}}\rangle)^{2}+E_{\tilde{\boldsymbol{x}}} \operatorname{Var}\left\{\tilde{\boldsymbol{x}}^{\mathrm{T}} \hat{\boldsymbol{\beta}}\right\}
$$

where $\hat{\boldsymbol{\beta}}$ denotes the estimated coefficient vector, and inside $E_{\tilde{\boldsymbol{x}}}$ is the expectation/variance with respect to $\hat{\boldsymbol{\beta}}$ (given $\tilde{\boldsymbol{x}}$ ). Our experiments (not reported due to space limitation) show that the larger risks of of SCAD and MCP are due to their larger bias (than BC) in estimating the coefficients.

For larger $n$, the model $\mathcal{M}_{5}$ or $\mathcal{M}_{6}$ exhibits more parametricness (since the minimal true model does not vary with $n$ ), and thus $\mathrm{PI}_{n}$ should become larger. This is consistent with the PI's in Table 5. As we discussed before, a correct model with larger SNR and smaller dimension tends to be more "parametric". This seems also true in the high dimensional setting. To further illustrate that point, in $\mathcal{M}_{7}$, we reduce the dimension of the data generating model while keeping the SNR close to $\mathcal{M}_{6}$. The value of $\mathrm{PI}_{n}$ is close to one, and SCAD, MCP, BC-VO perform similarly for both $n$. Though LASSO does not exhibit much overfitting, it gives a large risk due to biased estimation of the $\ell_{1}$-penalization. In contrast to $\mathcal{M}_{7}$, model $\mathcal{M}_{8}$ is a nonparametric setting. As sample size becomes larger, the SNR is saturated and the parametricness becomes more evident. In these four experiments, the performance of $\mathrm{BC}-\mathrm{VO}$ is much better than the state-of-art penalized methods in more practically nonparametric models or comparable to them in more parametric models.

We then consider $\sigma=5$ to further study low SNR situations. We re-
peat all the above experiments and show the results in Table 7. From the simulation results, there is no method dominantly better than the others. BC-VO seems to underfit for very low SNR. We found that its performance can be improved by choosing smaller $\lambda_{n}$. For the tabulated results, we have used the same option (namely $n^{1 / 3}$ ) to avoid cherry-picking for our own method. An SNR-adaptive choice of $\lambda_{n}$ is an interesting future work. Overall, it seems that the performance of BC-VO is stable and comparable with the best result in almost all situations.

All the above experimental results suggest that BC-VO is a promising new method for high dimensional regression.

## B.4. On the choice of $\lambda_{n}$ in $B C$

In Section 3.8, we have discussed that BC can be universally optimal for a wide variety of $\lambda_{n}$ 's. In practical situations where the theoretical assumptions are not easily verifiable, we here propose a data-driven selection of $\lambda_{n}$ (referred to as BC-Dat). The procedure proceeds as follows:

1) resample a dataset of size $n$ (with replacement) $\mathcal{D}_{1}$ from the original dataset $\mathcal{D}$ to which BC should be applied,
2) for a grid of $\lambda_{n}$ (e.g. a geometric progression between $(1, n)$ with common ratio 1.5 in our simulation), run BC , and apply the inference results to $\mathcal{D}$ to obtain a fitting error $\epsilon_{1}$,
3) repeat steps (1)-(2) several times (e.g. 5 times in our simulation), and select the $\lambda_{n}$ that offers the smallest $\epsilon_{1}+\cdots+\epsilon_{5}$.

In the above experiments, we also compare BC-Dat and BC, and summarize their risks $\mathcal{R}_{n}\left(\hat{\alpha}_{n}\right)$ for models $\mathcal{M}_{1}-\mathcal{M}_{8}$ (with $\sigma=1.5$ ) in Table 7 . The results indicate that the performances of BC-Dat and BC are comparable, and that BC is not very sensitive to the choice of $\lambda_{n}$. We leave a more principled data-driven selection of $\lambda_{n}$ (with provable guarantees) as an interesting future work.

|  |  | $\mathrm{GIC}_{2}$ | $\mathrm{CV}_{1}$ | BC | $\mathrm{GIC}_{\lambda_{n}}$ | $\mathrm{CV}_{\text {d }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n=100$ | $\mathcal{L}_{n}\left(\hat{\alpha}_{n}\right)$ | 35.21 (0.91) | 35.41 (0.93) | 36.16 (1.01) | 37.67 (1.25) | 39.35 (1.34) |
|  | $\mathcal{R}_{n}\left(\hat{\alpha}_{n}\right)$ | 32.27 (0.34) | 32.56 (0.38) | 34.17 (0.63) | 38.23 (0.98) | 40.47 (1.11) |
|  | $u_{n}^{+}\left(\hat{\alpha}_{n}\right)$ | 0.14 (0.01) | 0.15 (0.01) | 0.12 (0.01) | 0.03 (0.01) | 0.02 (0.00) |
|  | $u_{n}^{-}\left(\hat{\alpha}_{n}\right)$ | 0.01 (0.00) | 0.01 (0.00) | 0.02 (0.00) | 0.06 (0.01) | 0.08 (0.01) |
|  | $\mathrm{PI}_{n}$ |  |  | 0.89 (0.01) |  |  |
|  | $\mathrm{PI}_{n}^{(2)}$ |  |  | 3.16 (0.16) |  |  |
| $n=500$ | $\mathcal{L}_{n}\left(\hat{\alpha}_{n}\right)$ | 8.61 (0.25) | 8.60 (0.24) | 6.73 (0.20) | 6.10 (0.17) | 6.04 (0.16) |
|  | $\mathcal{R}_{n}\left(\hat{\alpha}_{n}\right)$ | 6.92 (0.06) | 6.92 (0.06) | 6.22 (0.03) | 6.02 (0.01) | 6.02 (0.01) |
|  | $u_{n}^{+}\left(\hat{\alpha}_{n}\right)$ | 0.46 (0.03) | 0.46 (0.03) | 0.11 (0.02) | 0.01 (0.00) | 0.01 (0.00) |
|  | $u_{n}^{-}\left(\hat{\alpha}_{n}\right)$ | 0.00 (0.00) | 0.00 (0.00) | 0.00 (0.00) | 0.00 (0.00) | 0.00 (0.00) |
|  | $\mathrm{PI}_{n}$ |  |  | 0.95 (0.01) |  |  |
|  | $\mathrm{PI}_{n}{ }^{(2)}$ |  |  | 5.20 (0.04) |  |  |
| $n=1000$ | $\mathcal{L}_{n}\left(\hat{\alpha}_{n}\right)$ | 5.08 (0.15) | 5.13 (0.15) | 3.49 (0.10) | 3.25 (0.08) | 3.25 (0.08) |
|  | $\mathcal{R}_{n}\left(\hat{\alpha}_{n}\right)$ | 3.69 (0.04) | 3.72 (0.04) | 3.07 (0.01) | 3.01 (0.00) | 3.01 (0.00) |
|  | $u_{n}^{+}\left(\hat{\alpha}_{n}\right)$ | 0.69 (0.04) | 0.72 (0.04) | 0.07 (0.01) | 0.01 (0.00) | 0.01 (0.00) |
|  | $u_{n}^{-}\left(\hat{\alpha}_{n}\right)$ | 0.00 (0.00) | 0.00 (0.00) | 0.00 (0.00) | 0.00 (0.00) | 0.00 (0.00) |
|  | $\mathrm{PI}_{n}$ |  |  | 0.98 (0.01) |  |  |
|  | $\mathrm{PI}_{n}{ }^{(2)}$ |  |  | 8.75 (0.06) |  |  |

Table 1: Performance of each method for polynomial regression in the parametric model $\mathcal{M}_{1}$ (values corresponding to $\mathcal{L}_{n}\left(\hat{\alpha}_{n}\right)$ and $\mathcal{R}_{n}\left(\hat{\alpha}_{n}\right)$ were rescaled by 1000)

|  |  | $\mathrm{GIC}_{2}$ | $\mathrm{CV}_{1}$ | BC | $\mathrm{GIC}_{\lambda_{n}}$ | $\mathrm{CV}_{d}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n=100$ | $\mathcal{L}_{n}\left(\hat{\alpha}_{n}\right)$ | 58.63 (0.97) | 58.80 (0.99) | 62.81 (1.10) | 73.79 (1.21) | 78.58 (1.28) |
|  | $\mathcal{R}_{n}\left(\hat{\alpha}_{n}\right)$ | 59.22 (0.54) | 59.38 (0.56) | 63.18 (0.74) | 72.96 (0.94) | 77.64 (1.01) |
|  | $d_{n}\left(\hat{\alpha}_{n}\right)$ | 3.47 (0.02) | 3.47 (0.02) | 3.36 (0.02) | 3.03 (0.02) | 2.92 (0.02) |
|  | $\mathrm{PI}_{n}$ |  |  | 0.70 (0.01) |  |  |
|  | $\mathrm{PI}_{n}^{(2)}$ |  |  | 2.53 (0.07) |  |  |
| $n=500$ | $\mathcal{L}_{n}\left(\hat{\alpha}_{n}\right)$ | 15.25 (0.22) | 15.21 (0.22) | 16.91 (0.27) | 20.58 (0.29) | 21.11 (0.31) |
|  | $\mathcal{R}_{n}\left(\hat{\alpha}_{n}\right)$ | 14.59 (0.08) | $14.56 \text { (0.08) }$ | $16.26(0.16)$ | 20.21 (0.24) | 20.85 (0.25) |
|  | $d_{n}\left(\hat{\alpha}_{n}\right)$ | 5.26 (0.03) | 5.26 (0.03) | 4.82 (0.04) | 3.97 (0.02) | 3.89 (0.02) |
|  | $\mathrm{PI}_{n}$ |  |  | 0.62 (0.02) |  |  |
|  | $\mathrm{PI}_{n}^{(2)}$ |  |  | 1.64 (0.02) |  |  |
| $n=1000$ | $\mathcal{L}_{n}\left(\hat{\alpha}_{n}\right)$ | 8.66 (0.13) | 8.62 (0.14) | 9.56 (0.14) | 11.53 (0.16) | 11.65 (0.17) |
|  | $\mathcal{R}_{n}\left(\hat{\alpha}_{n}\right)$ | 8.30 (0.05) | 8.28 (0.05) | 9.27 (0.09) | 11.43 (0.13) | 11.57 (0.14) |
|  | $d_{n}\left(\hat{\alpha}_{n}\right)$ | 6.07 (0.04) | 6.06 (0.04) | 5.34 (0.04) | 4.43 (0.02) | 4.40 (0.02) |
|  | $\mathrm{PI}_{n}$ |  |  | 0.56(0.02) |  |  |
|  | $\mathrm{PI}_{n}{ }_{n}^{(2)}$ |  |  | 1.42 (0.02) |  |  |

Table 2: Performance of each method for polynomial regression in the nonparametric model $\mathcal{M}_{2}$ (values corresponding to $\mathcal{L}_{n}\left(\hat{\alpha}_{n}\right)$ and $\mathcal{R}_{n}\left(\hat{\alpha}_{n}\right)$ were rescaled by 1000)

|  |  | $\mathrm{GIC}_{2}$ | $\mathrm{CV}_{1}$ | BC | $\mathrm{GIC}_{\lambda_{n}}$ | $\mathrm{CV}_{d}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n=100$ | $\mathcal{L}_{n}\left(\hat{\alpha}_{n}\right)$ | 36.14 (0.89) | 36.10 (0.88) | 35.65 (0.88) | 32.43 (0.85) | 32.31 (0.83) |
|  | $\mathcal{R}_{n}\left(\hat{\alpha}_{n}\right)$ | 31.63 (0.12) | 31.63 (0.12) | 31.41 (0.11) | 30.36 (0.06) | 30.44 (0.06) |
|  | $u_{n}^{+}\left(\hat{\alpha}_{n}\right)$ | 0.16 (0.01) | 0.16 (0.01) | 0.14 (0.01) | 0.03 (0.01) | 0.04 (0.01) |
|  | $u_{n}^{-}\left(\hat{\alpha}_{n}\right)$ | 0.00 (0.00) | 0.00 (0.00) | 0.00 (0.00) | 0.00 (0.00) | 0.00 (0.00) |
|  | $\mathrm{PI}_{n}$ |  |  | 0.90 (0.01) |  |  |
|  | $\mathrm{PI}_{n}^{(2)}$ |  |  | 96.44 (0.58) |  |  |
| $n=500$ | $\mathcal{L}_{n}\left(\hat{\alpha}_{n}\right)$ | 9.52 (0.26) | 9.48 (0.25) | 7.30 (0.22) | 6.40 (0.17) | 6.38 (0.17) |
|  | $\mathcal{R}_{n}\left(\hat{\alpha}_{n}\right)$ | 7.16 (0.07) | 7.14 (0.07) | 6.26 (0.03) | 6.03 (0.01) | 6.03 (0.01) |
|  | $d_{n}\left(\hat{\alpha}_{n}\right)$ | 1.58 (0.03) | 1.57 (0.03) | 1.13 (0.02) | 1.02 (0.00) | 1.02 (0.00) |
|  | $u_{n}^{+}\left(\hat{\alpha}_{n}\right)$ | 0.58 (0.03) | 0.57 (0.03) | 0.13 (0.02) | 0.02 (0.00) | 0.01 (0.00) |
|  | $u_{n}^{-}\left(\hat{\alpha}_{n}\right)$ | 0.00 (0.00) | 0.00 (0.00) | 0.00 (0.00) | 0.00 (0.00) | 0.00 (0.00) |
|  | $\mathrm{PI}_{n}$ |  |  | 0.94 (0.01) |  |  |
|  | $\mathrm{PI}_{n}^{(2)}$ |  |  | 488.03 (2.42) |  |  |
| $n=1000$ | $\mathcal{L}_{n}\left(\hat{\alpha}_{n}\right)$ | 4.80 (0.14) | 4.76 (0.14) | 3.26 (0.10) | 3.02 (0.08) | 3.02 (0.08) |
|  | $\mathcal{R}_{n}\left(\hat{\alpha}_{n}\right)$ | 3.63 (0.04) | 3.61 (0.04) | 3.07 (0.01) | 3.01 (0.00) | 3.01 (0.00) |
|  | $d_{n}\left(\hat{\alpha}_{n}\right)$ | 3.62 (0.04) | 3.65 (0.04) | 3.07 (0.01) | 3.01 (0.00) | 3.01 (0.00) |
|  | $u_{n}^{+}\left(\hat{\alpha}_{n}\right)$ | 0.63 (0.04) | 0.61 (0.04) | 0.07 (0.01) | 0.01 (0.00) | 0.01 (0.00) |
|  | $u_{n}^{-}\left(\hat{\alpha}_{n}\right)$ | 0.00 (0.00) | 0.00 (0.00) | 0.00 (0.00) | 0.00 (0.00) | 0.00 (0.00) |
|  | $\mathrm{PI}_{n}$ |  |  | 0.97 (0.01) |  |  |
|  | $\mathrm{PI}_{n}^{(2)}$ |  |  | 987.01 (3.58) |  |  |

Table 3: Performance of each method for spline fitting in the parametric model $\mathcal{M}_{3}$ (values corresponding to $\mathcal{L}_{n}\left(\hat{\alpha}_{n}\right)$ and $\mathcal{R}_{n}\left(\hat{\alpha}_{n}\right)$ were rescaled by 1000)

|  |  | $\mathrm{GIC}_{2}$ | $\mathrm{CV}_{1}$ | BC | $\mathrm{GIC}_{\lambda_{n}}$ | $\mathrm{CV}_{\text {d }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n=100$ | $\mathcal{L}_{n}\left(\hat{\alpha}_{n}\right)$ | 11.56 (0.10) | 11.57 (0.10) | 11.56 (0.10) | 12.09 (0.14) | 12.62 (0.15) |
|  | $\mathcal{R}_{n}\left(\hat{\alpha}_{n}\right)$ | 11.61 (0.05) | 11.62 (0.05) | 11.61 (0.05) | 12.26 (0.11) | 12.77 (0.14) |
|  | $d_{n}\left(\hat{\alpha}_{n}\right)$ | 1.99 (0.00) | 1.99 (0.00) | 1.99 (0.00) | 1.94 (0.01) | 1.91 (0.01) |
|  | $\mathrm{PI}_{n}$ |  |  | 0.96 (0.01) |  |  |
|  | $\mathrm{PI}_{n}^{(2)}$ |  |  | 6.77 (0.68) |  |  |
| $n=500$ | $\mathcal{L}_{n}\left(\hat{\alpha}_{n}\right)$ | 2.10 (0.01) | 2.10 (0.01) | 2.13 (0.03) | 2.61 (0.04) | 2.69 (0.04) |
|  | $\mathcal{R}_{n}\left(\hat{\alpha}_{n}\right)$ | 2.10 (0.01) | 2.10 (0.01) | 2.12 (0.01) | 2.59 (0.03) | 2.69 (0.03) |
|  | $d_{n}\left(\hat{\alpha}_{n}\right)$ | 4.79 (0.01) | 4.79 (0.01) | 4.76 (0.01) | 4.22 (0.02) | 4.15 (0.02) |
|  | $\mathrm{PI}_{n}$ |  |  | 0.48 (0.02) |  |  |
|  | $\mathrm{PI}_{n}{ }^{(2)}$ |  |  | 1.23 (0.01) |  |  |
| $n=1000$ | $\mathcal{L}_{n}\left(\hat{\alpha}_{n}\right)$ | 1.22 (0.01) | 1.22 (0.01) | 1.24 (0.01) | 1.52 (0.02) | 1.53 (0.02) |
|  | $\mathcal{R}_{n}\left(\hat{\alpha}_{n}\right)$ | 1.19 (0.01) | 1.19 (0.01) | 1.20 (0.01) | 1.49 (0.01) | 1.50 (0.01) |
|  | $d_{n}\left(\hat{\alpha}_{n}\right)$ | 5.97 (0.03) | 5.98 (0.03) | 5.85 (0.03) | 4.74 (0.02) | 4.73 (0.02) |
|  | $\mathrm{PI}_{n}$ |  |  | 0.30 (0.01) |  |  |
|  | $\mathrm{PI}_{n}{ }^{(2)}$ |  |  | 1.25 (0.01) |  |  |

Table 4: Performance of each method for spline fitting in the nonparametric model $\mathcal{M}_{4}$ (values corresponding to $\mathcal{L}_{n}\left(\hat{\alpha}_{n}\right)$ and $\mathcal{R}_{n}\left(\hat{\alpha}_{n}\right)$ were rescaled by 100)

|  |  |  | LASSO | SCAD | MCP | BC |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathcal{M}_{5}$ | $n=150$ | $\mathcal{R}_{n}\left(\hat{\alpha}_{n}\right)$ | 2.99 (0.02) | 1.35 (0.02) | 0.94 (0.01) | 0.66 (0.01) |
|  |  | $u_{n}^{+}\left(\hat{\alpha}_{n}\right)$ | 0.85 (0.03) | 0.12 (0.01) | 0.05 (0.01) | 0.73 (0.04) |
|  |  | $u_{n}^{-}\left(\hat{\alpha}_{n}\right)$ | 2.19 (0.02) | 2.22 (0.02) | 2.22 (0.02) | 2.39 (0.03) |
|  |  | $\mathrm{PI}_{n}$ |  |  | 0.02) |  |
|  |  | $\mathrm{PI}_{n}^{(2)}$ |  |  | 0.02) |  |
|  | $n=450$ | $\mathcal{R}_{n}\left(\hat{\alpha}_{n}\right)$ | 2.61 (0.01) | 1.08 (0.01) | 0.69 (0.01) | 0.28 (0.01) |
|  |  | $u_{n}^{+}\left(\hat{\alpha}_{n}\right)$ | 0.00 (0.00) | 0.00 (0.00) | 0.00 (0.00) | 0.01 (0.00) |
|  |  | $u_{n}^{-}\left(\hat{\alpha}_{n}\right)$ | 2.03 (0.01) | 2.05 (0.01) | 2.03 (0.01) | 1.98 (0.01) |
|  |  | $\mathrm{PI}_{n}$ |  | 0.9 | 0.01) |  |
|  |  | $\mathrm{Pr}_{n}^{(2)}$ |  | 1.56 | 0.01) |  |
| $\mathcal{M}_{6}$ | $n=150$ | $\mathcal{R}_{n}\left(\hat{\alpha}_{n}\right)$ | 1.21 (0.01) | 1.01 (0.02) | 0.80 (0.01) | 0.67 (0.01) |
|  |  | $u_{n}^{+}\left(\hat{\alpha}_{n}\right)$ | 2.00 (0.06) | 1.28 (0.05) | 0.88 (0.04) | 0.66 (0.03) |
|  |  | $u_{n}^{-}\left(\hat{\alpha}_{n}\right)$ | 0.22 (0.01) | 1.12 (0.03) | 2.12 (0.02) | 1.74 (0.03) |
|  |  | $\mathrm{PI}_{n}$ |  |  | 0.02) |  |
|  |  | $\mathrm{PI}_{n}^{(2)}$ |  | 1.1 | 0.01) |  |
|  | $n=450$ | $\mathcal{R}_{n}\left(\hat{\alpha}_{n}\right)$ | 0.80 (0.01) | 0.47 (0.01) | 0.46 (0.01) | 0.10 (0.00) |
|  |  | $u_{n}^{+}\left(\hat{\alpha}_{n}\right)$ | 0.01 (0.00) | 0.01 (0.00) | 0.01 (0.00) | 0.10 (0.01) |
|  |  | $u_{n}^{-}\left(\hat{\alpha}_{n}\right)$ | 0.00 (0.00) | 0.31 (0.02) | 1.57 (0.02) | 0.10 (0.01) |
|  |  | $\mathrm{PI}_{n}$ |  | 0.75 | 0.01) |  |
|  |  | $\mathrm{PI}_{n}^{(2)}$ |  | 1.29 | 0.01) |  |
| $\mathcal{M}_{7}$ | $n=150$ | $\mathcal{R}_{n}\left(\hat{\alpha}_{n}\right)$ | 3.14 (0.01) | 0.37 (0.00) | 0.37 (0.00) | 0.39 (0.03) |
|  |  | $u_{n}^{+}\left(\hat{\alpha}_{n}\right)$ | 0.17 (0.04) | 0.08 (0.03) | 0.08 (0.03) | 0.21 (0.05) |
|  |  | $u_{n}^{-}\left(\hat{\alpha}_{n}\right)$ | 0.00 (0.00) | 0.00 (0.00) | 0.00 (0.00) | 0.00 (0.00) |
|  |  | $\mathrm{PI}_{n}$ |  |  | 0.00) |  |
|  |  | $\mathrm{PI}_{n}^{(2)}$ |  | 44.2 |  |  |
|  | $n=450$ | $\mathcal{R}_{n}\left(\hat{\alpha}_{n}\right)$ | 2.78 (0.05) | 0.05 (0.05) | 0.05 (0.05) | 0.05 (0.03) |
|  |  | $u_{n}^{+}\left(\hat{\alpha}_{n}\right)$ | 0.00 (0.00) | 0.00 (0.00) | 0.00 (0.00) | 0.00 (0.00) |
|  |  | $u_{n}^{-}\left(\hat{\alpha}_{n}\right)$ | 0.00 (0.00) | 0.00 (0.00) | 0.00 (0.00) | 0.00 (0.00) |
|  |  | $\mathrm{PI}_{n}$ |  | 1.00 | 0.00) |  |
|  |  | $\mathrm{PI}_{n}^{(2)}$ |  | 135.00 | (0.00) |  |
| $\mathcal{M}_{8}$ | $n=150$ | $\mathcal{R}_{n}\left(\hat{\alpha}_{n}\right)$ | 2.92 (0.02) | 2.03 (0.01) | 1.64 (0.01) | 1.45 (0.01) |
|  |  | $u_{n}^{+}\left(\hat{\alpha}_{n}\right)$ | 0.00 (0.00) | 0.00 (0.00) | 0.00 (0.00) | 0.00 (0.00) |
|  |  | $u_{n}^{-}\left(\hat{\alpha}_{n}\right)$ | 191.92 (0.05) | 192.58 (0.04) | 192.79 (0.04) | 192.33 (0.07) |
|  |  | $\mathrm{PI}_{n}$ |  | 0.57 | 0.02) |  |
|  |  | $\mathrm{PI}_{n}^{(2)}$ |  |  |  |  |
|  | $n=450$ | $\mathcal{R}_{n}\left(\hat{\alpha}_{n}\right)$ | 2.71 (0.01) | 1.84 (0.01) | 1.47 (0.01) | 0.97 (0.01) |
|  |  | $u_{n}^{+}\left(\hat{\alpha}_{n}\right)$ | 0.00 (0.00) | 0.00 (0.00) | 0.00 (0.00) | 0.00 (0.00) |
|  |  | $u_{n}^{-}\left(\hat{\alpha}_{n}\right)$ | 593.01 (0.03) | 593.04 (0.03) | 593.08 (0.02) | 592.79 (0.03) |
|  |  | $\mathrm{PI}_{n}$ |  | 0.87 | 0.01) |  |
|  |  | PI ${ }_{n}^{(2)}$ |  | 1.43 | 0.01) |  |

Table 5: Performance of each method for high dimensional models $\mathcal{M}_{5}-\mathcal{M}_{8}$ with $\sigma=1.5$ (values for $\mathcal{R}_{n}\left(\hat{\alpha}_{n}\right), u_{n}^{+}\left(\hat{\alpha}_{n}\right), u_{n}^{-}\left(\hat{\alpha}_{n}\right)$ in $\mathcal{M}_{7}$ were rescaled by 10)

|  |  |  | LASSO | SCAD | MCP | BC |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathcal{M}_{5}$ | $n=150$ | $\mathcal{R}_{n}\left(\hat{\alpha}_{n}\right)$ | 8.04 (0.09) | 5.21 (0.08) | 5.24 (0.08) | 6.65 (0.10) |
|  |  | $u_{n}^{+}\left(\hat{\alpha}_{n}\right)$ | 20.48 (0.27) | 12.66 (0.22) | 4.78 (0.13) | 2.01 (0.09) |
|  |  | $u_{n}^{-}\left(\hat{\alpha}_{n}\right)$ | 3.12 (0.03) | 3.41 (0.03) | 4.11 (0.03) | 5.28 (0.03) |
|  |  | $\mathrm{PI}_{n}$ |  |  | (0.02) |  |
|  |  | $\mathrm{PI}_{n}^{(2)}$ |  |  |  |  |
|  | $n=450$ | $\mathcal{R}_{n}\left(\hat{\alpha}_{n}\right)$ | 3.63 (0.05) | 1.99 (0.04) | 1.84 (0.04) | 2.41 (0.05) |
|  |  | $u_{n}^{+}\left(\hat{\alpha}_{n}\right)$ | 19.38 (0.21) | 13.78 (0.22) | 6.67 (0.18) | 2.23 (0.12) |
|  |  | $u_{n}^{-}\left(\hat{\alpha}_{n}\right)$ | 2.23 (0.03) | 2.34 (0.03) | 2.73 (0.03) | 3.69 (0.03) |
|  |  | $\mathrm{PI}_{n}$ |  | 0.4 | (0.02) |  |
|  |  | $\mathrm{PI}_{n}^{(2)}$ |  | 1.43 | 0.02) |  |
| $\mathcal{M}_{6}$ | $n=150$ | $\mathcal{R}_{n}\left(\hat{\alpha}_{n}\right)$ | 7.15 (0.09) | 11.35 (0.13) | 11.53 (0.14) | 9.25 (0.14) |
|  |  | $u_{n}^{+}\left(\hat{\alpha}_{n}\right)$ | 18.36 (0.35) | 19.10 (0.25) | 8.72 (0.15) | 2.62 (0.08) |
|  |  | $u_{n}^{-}\left(\hat{\alpha}_{n}\right)$ | 2.31 (0.03) | 4.24 (0.04) | 5.86 (0.04) | 5.59 (0.06) |
|  |  | $\mathrm{PI}_{n}$ |  |  | (0.02) |  |
|  |  | $\mathrm{PI}_{n}^{(2)}$ |  |  | 0.01) |  |
|  | $n=450$ | $\mathcal{R}_{n}\left(\hat{\alpha}_{n}\right)$ | 2.75 (0.05) | 3.13 (0.05) | 2.91 (0.05) | 2.42 (0.05) |
|  |  | $u_{n}^{+}\left(\hat{\alpha}_{n}\right)$ | 25.55 (0.48) | 30.84 (0.50) | 12.10 (0.26) | 2.18 (0.09) |
|  |  | $u_{n}^{-}\left(\hat{\alpha}_{n}\right)$ | 0.93 (0.03) | 1.87 (0.03) | 3.05 (0.03) | 2.92 (0.04) |
|  |  | $\mathrm{PI}_{n}$ |  |  | (0.01) |  |
|  |  | $\mathrm{PI}_{n}^{(2)}$ |  | 1.20 | 0.01) |  |
| $\mathcal{M}_{7}$ | $n=150$ | $\mathcal{R}_{n}\left(\hat{\alpha}_{n}\right)$ | 1.74 (0.05) | 0.56 (0.04) | 0.65 (0.05) | 1.25 (0.08) |
|  |  | $u_{n}^{+}\left(\hat{\alpha}_{n}\right)$ | 7.12 (0.25) | 2.77 (0.17) | 1.46 (0.10) | 1.39 (0.10) |
|  |  | $u_{n}^{-}\left(\hat{\alpha}_{n}\right)$ | 0.00 (0.00) | 0.00 (0.00) | 0.00 (0.00) | 0.00 (0.00) |
|  |  | $\mathrm{PI}_{n}$ |  |  | (0.01) |  |
|  |  | $\mathrm{PI}_{n}^{(2)}$ |  | 40.9 |  |  |
|  | $n=450$ | $\mathcal{R}_{n}\left(\hat{\alpha}_{n}\right)$ | 0.66 (0.04) | 0.21 (0.04) | 0.23 (0.04) | 0.31 (0.04) |
|  |  | $u_{n}^{+}\left(\hat{\alpha}_{n}\right)$ | 6.25 (0.20) | 2.87 (0.17) | 1.51 (0.11) | 0.54 (0.07) |
|  |  | $u_{n}^{-}\left(\hat{\alpha}_{n}\right)$ | 0.00 (0.00) | 0.00 (0.00) | 0.00 (0.00) | 0.00 (0.00) |
|  |  | $\mathrm{PI}_{n}$ |  | 0.94 | 0.01) |  |
|  |  | $\mathrm{PI}_{n}^{(2)}$ |  | 130.55 | (0.76) |  |
| $\mathcal{M}_{8}$ | $n=150$ | $\mathcal{R}_{n}\left(\hat{\alpha}_{n}\right)$ | 6.65 (0.06) | 5.18 (0.05) | 5.23 (0.06) | 6.74 (0.08) |
|  |  | $u_{n}^{+}\left(\hat{\alpha}_{n}\right)$ | 0.00 (0.00) | 0.00 (0.00) | 0.00 (0.00) | 0.00 (0.00) |
|  |  | $u_{n}^{-}\left(\hat{\alpha}_{n}\right)$ | 178.19 (0.31) | 184.23 (0.25) | 191.12 (0.15) | 194.45 (0.13) |
|  |  | $\mathrm{PI}_{n}$ |  |  | (0.02) |  |
|  |  | $\mathrm{PI}_{n}^{(2)}$ |  | 1.49 |  |  |
|  | $n=450$ | $\mathcal{R}_{n}\left(\hat{\alpha}_{n}\right)$ | 3.44 (0.02) | 2.54 (0.02) | 2.48 (0.02) | 3.18 (0.03) |
|  |  | $u_{n}^{+}\left(\hat{\alpha}_{n}\right)$ | 0.00 (0.00) | 0.00 (0.00) | 0.00 (0.00) | 0.00 (0.00) |
|  |  | $u_{n}^{-}\left(\hat{\alpha}_{n}\right)$ | 574.65 (0.23) | 578.32 (0.25) | 586.17 (0.22) | 592.72 (0.15) |
|  |  | $\mathrm{PI}_{n}$ |  | 0.41 | (0.14) |  |
|  |  | $\mathrm{PI}_{n}^{(2)}$ |  |  |  |  |

Table 6: Performance of each method for high dimensional models $\mathcal{M}_{5}-\mathcal{M}_{8}$ with $\sigma=5$ (values for $\mathcal{R}_{n}\left(\hat{\alpha}_{n}\right), u_{n}^{+}\left(\hat{\alpha}_{n}\right), u_{n}^{-}\left(\hat{\alpha}_{n}\right)$ in $\mathcal{M}_{7}$ were rescaled by 10)

| $n=100$ |  |  | $n=500$ |  | $n=1000$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | BC | BC-Dat | BC | BC-Dat | BC | BC-Dat |
| $\mathcal{M}_{1}$ | $34.11(0.61)$ | $35.49(0.72)$ | $6.20(0.03)$ | $6.87(0.06)$ | $3.07(0.01)$ | $3.49(0.04)$ |
| $\mathcal{M}_{2}$ | $63.14(0.74)$ | $61.14(0.59)$ | $16.24(0.16)$ | $15.98(0.15)$ | $9.26(0.09)$ | $8.87(0.08)$ |
| $\mathcal{M}_{3}$ | $31.39(0.11)$ | $31.42(0.11)$ | $6.26(0.03)$ | $6.81(0.06)$ | $3.07(0.01)$ | $3.57(0.04)$ |
| $\mathcal{M}_{4}$ | $11.60(0.05)$ | $11.71(0.06)$ | $2.13(0.01)$ | $2.15(0.02)$ | $1.21(0.01)$ | $1.24(0.01)$ |

Table 7: Performance of BC and BC-Dat for variable selection in models $\mathcal{M}_{1}-\mathcal{M}_{4}$, and their performance for high dimensional models $\mathcal{M}_{5}-\mathcal{M}_{8}$ is equivalent (which is therefore omitted)

## C. Proof of Proposition 1

We first prove identity (14). It is clear that $\underline{\alpha}_{n}^{c}$ minimizes $\mathcal{R}_{n}(\alpha)$ over $\mathcal{A}_{n}^{c}$. For all sufficiently large $n$, condition 9 implies $\mathcal{A}_{n}^{R} \subseteq \mathcal{A}_{n}^{c}$, which further implies that $\alpha_{n}^{R}=\underline{\alpha}_{n}^{c}$ and it is the unique element in $\mathcal{A}_{n}^{R}$. Based on the argument in (Li, 1987, p.970), condition (13) implies that

$$
\begin{equation*}
\max _{\alpha \in \mathcal{A}_{n} \backslash \mathcal{A}_{n}^{c}} \frac{\left|\sigma^{2} d_{n}(\alpha)-\boldsymbol{e}_{n}^{\mathrm{T}} H_{n}(\alpha) \boldsymbol{e}_{n}\right|}{n \mathcal{L}_{n}(\alpha)} \rightarrow_{p} 0 \tag{28}
\end{equation*}
$$

It then follows from

$$
\frac{\left|\mathcal{R}_{n}(\alpha)-\mathcal{L}_{n}(\alpha)\right|}{\mathcal{L}_{n}(\alpha)}=\frac{\left|\sigma^{2} d_{n}(\alpha)-\boldsymbol{e}_{n}^{\mathrm{T}} P_{n}(\alpha) \boldsymbol{e}_{n}\right|}{n \mathcal{L}_{n}(\alpha)}
$$

that

$$
\begin{equation*}
\mathcal{R}_{n}(\alpha)=\mathcal{L}_{n}(\alpha)\left\{1+o_{p}(1)\right\} \tag{29}
\end{equation*}
$$

uniformly in $\alpha \in \mathcal{A}_{n} \backslash \mathcal{A}_{n}^{c}$. In other words, $\max _{\alpha \in \mathcal{A}_{n} \backslash \mathcal{A}_{n}^{c}} \mid \mathcal{R}_{n}(\alpha) / \mathcal{L}_{n}(\alpha)-$ $1 \mid \rightarrow_{p} 0$. For any fixed constant $\varepsilon>0$, Markov's inequality gives

$$
\begin{equation*}
\mathbb{P}\left\{\mathcal{L}_{n}\left(\underline{\alpha}_{n}^{c}\right) \leq 2 \varepsilon^{-1} n^{-1} d_{n}(\alpha) \sigma^{2}\right\} \geq 1-\frac{\varepsilon}{2} \tag{30}
\end{equation*}
$$

It follows from (29), (30) that

$$
\begin{equation*}
\frac{\mathcal{L}_{n}\left(\underline{\alpha}_{n}^{c}\right)}{\mathcal{L}_{n}(\alpha)} \leq \frac{2 \varepsilon^{-1} n^{-1} d_{n}(\alpha) \sigma^{2}}{\mathcal{R}_{n}(\alpha)\left\{1+o_{p}(1)\right\}} \leq \frac{4 \varepsilon^{-1} \mathcal{R}_{n}\left(\underline{\alpha}_{n}^{c}\right)}{\mathcal{R}_{n}(\alpha)} \tag{31}
\end{equation*}
$$

with probability at least $1-\varepsilon$ for all sufficiently large $n$. We further conclude from (9) that

$$
\begin{equation*}
\mathbb{P}\left\{\mathcal{L}_{n}\left(\underline{\alpha}_{n}^{c}\right)<c \min _{\alpha \in \mathcal{A}_{n} \backslash \mathcal{A}_{n}^{c}} \mathcal{L}_{n}(\alpha)\right\} \rightarrow 1 \tag{32}
\end{equation*}
$$

for any fixed constant $0<c<1$. Moreover, due to (8), $\underline{\alpha}_{n}^{c}$ minimizes $\mathcal{L}_{n}(\alpha)$ over $\mathcal{A}_{n}^{c}$ almost surely. Thus, $\mathbb{P}\left\{\mathcal{A}_{n}^{L}=\left\{\alpha_{n}^{L}\right\}, \alpha_{n}^{L}=\underline{\alpha}_{n}^{c}\right\} \rightarrow 1$.

Next, we prove the equivalence of four concepts. From $\sqrt{14}, \mathcal{L}$-consistency and $\mathcal{R}$-consistency are equivalent. Since $\mathcal{R}$-consistency (resp. $\mathcal{L}$-consistency)
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implies asymptotic risk (resp. loss) efficiency, it remains to prove that asymptotic risk (resp. loss) efficiency implies risk (resp. loss) consistency.

Because of assumption (9), asymptotic risk efficiency implies $\mathbb{P}\left\{\hat{\alpha}_{n} \in\right.$ $\left.\mathcal{A}_{n}^{c}\right\} \rightarrow 1$. Considering the events within $\hat{\alpha}_{n} \in \mathcal{A}_{n}^{c}, \mathcal{R}_{n}\left(\hat{\alpha}_{n}\right) / \mathcal{R}_{n}\left(\underline{\alpha}_{n}^{c}\right) \rightarrow_{p} 1$ becomes

$$
\begin{equation*}
\frac{d_{n}\left(\hat{\alpha}_{n}\right)}{d_{n}\left(\underline{\alpha}_{n}^{c}\right)} \rightarrow_{p} 1 \tag{33}
\end{equation*}
$$

Because $d_{n}\left(\underline{\alpha}_{n}^{c}\right)$ is upper bounded by a fixed constant (denoted by $c_{0}$ ),

$$
\begin{equation*}
\mathbb{P}\left\{\hat{\alpha}_{n} \neq \underline{\alpha}_{n}^{c}\right\} \leq \mathbb{P}\left(\left|\frac{d_{n}\left(\hat{\alpha}_{n}\right)}{d_{n}\left(\underline{\alpha}_{n}^{c}\right)}-1\right| \geq c_{0}^{-1}\right) \tag{34}
\end{equation*}
$$

and thus (33) implies $\mathbb{P}\left\{\hat{\alpha}_{n}=\underline{\alpha}_{n}^{c}\right\} \rightarrow 1$. It follows from (14) that $\mathbb{P}\left\{\hat{\alpha}_{n}=\right.$ $\left.\alpha_{n}^{R}\right\} \rightarrow 1$.

Due to (32), asymptotic loss efficiency implies $\mathbb{P}\left\{\hat{\alpha}_{n} \in \mathcal{A}_{n}^{c}\right\} \rightarrow 1$. From (14), it remains to prove that $\hat{\alpha}_{n} \not \nrightarrow ⿱_{p} \underline{\alpha}_{n}^{c}$ implies $\mathcal{L}_{n}\left(\hat{\alpha}_{n}\right) / \mathcal{L}_{n}\left(\underline{\alpha}_{n}^{c}\right) \not \not_{p} 1$. In fact, if $\hat{\alpha}_{n} \nrightarrow_{p} \underline{\alpha}_{n}^{c}$, then it follows from (8), (15), and the boundness of $d_{n}\left(\underline{\alpha}_{n}^{c}\right)$ that

$$
\begin{equation*}
\frac{\mathcal{L}_{n}\left(\hat{\alpha}_{n}\right)}{\mathcal{L}_{n}\left(\underline{\alpha}_{n}^{c}\right)}-1=\sum_{\alpha \in \mathcal{A}_{n}^{c} \backslash\left\{\underline{\alpha}_{n}^{c}\right\}} \frac{\left\|\boldsymbol{e}_{n}\right\|_{P_{n}(\alpha)-P_{n}\left(\underline{\alpha}_{n}^{c}\right)}^{2}}{\left\|\boldsymbol{e}_{n}\right\|_{P_{n}\left(\underline{\alpha}_{n}^{c}\right)}^{2}} \mathbf{1}_{\hat{\alpha}_{n}=\alpha} \not 力_{p} 0 \tag{35}
\end{equation*}
$$

## D. Proof of Proposition 2

Case 1). Recall Proposition 1 that $\alpha_{n}^{L}=\underline{\alpha}_{n}^{c}=\alpha_{n}^{R}$ with probability tending to one. To prove that $\mathrm{GIC}_{\lambda_{n}}$ is $\mathcal{L}$-consistent and $\mathcal{R}$-consistent, it suffices to prove that $\mathbb{P}\left\{\hat{\alpha}_{n}=\underline{\alpha}_{n}^{c}\right\} \rightarrow 1$. It has been proved under condition (13) that (Shao, 1997, eq.(3.7))

$$
\begin{align*}
& G_{n, \lambda_{n}}(\alpha)= \\
& \left\{\begin{array}{lr}
\frac{\left\|\boldsymbol{e}_{n}\right\|^{2}}{n}+\frac{\lambda_{n} \hat{\sigma}_{n}^{2} d_{n}(\alpha)}{n}-\frac{\boldsymbol{e}_{n}^{\mathrm{T}} P_{n}(\alpha) \boldsymbol{e}_{n}}{n} & \text { if } \alpha \in \mathcal{A}_{n}^{c} \\
\frac{\left\|\boldsymbol{e}_{n}\right\|^{2}}{n}+\mathcal{L}_{n}(\alpha)+o_{p}\left\{\mathcal{L}_{n}(\alpha)\right\}+\frac{\left(\lambda_{n} \hat{\sigma}_{n}^{2}-2 \sigma^{2}\right) d_{n}(\alpha)}{n} & \text { if } \alpha \in \mathcal{A}_{n} \backslash \mathcal{A}_{n}^{c}
\end{array}\right. \tag{36}
\end{align*}
$$

where the $o_{p}$ is taken uniformly in $\alpha \in \mathcal{A}_{n} \backslash \mathcal{A}_{n}^{c}$.
It follows from $\lambda_{n} \rightarrow \infty$ and $\hat{\sigma}_{n}^{2} \rightarrow_{p} \sigma^{2}$ that $\mathbb{P}\left\{\lambda_{n} \hat{\sigma}_{n}^{2}-2 \sigma^{2}>0\right\} \rightarrow 1$; Moreover, from identities (29) and (36), it holds with probability tending to one that

$$
\frac{G_{n, \lambda_{n}}\left(\underline{\alpha}_{n}^{c}\right)-\left\|\boldsymbol{e}_{n}\right\|^{2} / n}{G_{n, \lambda_{n}}(\alpha)-\left\|\boldsymbol{e}_{n}\right\|^{2} / n} \leq \frac{\lambda_{n} \mathcal{R}_{n}\left(\underline{\alpha}_{n}^{c}\right)}{\mathcal{R}_{n}(\alpha)}\left\{1+o_{p}(1)\right\}
$$

uniformly in $\alpha \in \mathcal{A}_{n} \backslash \mathcal{A}_{n}^{c}$. It then follows from condition (16) that

$$
\begin{equation*}
\mathbb{P}\left\{\max _{\alpha \in \mathcal{A}_{n} \backslash \mathcal{A}_{n}^{c}} \frac{G_{n, \lambda_{n}}\left(\underline{\alpha}_{n}^{c}\right)-\left\|\boldsymbol{e}_{n}\right\|^{2} / n}{G_{n, \lambda_{n}}(\alpha)-\left\|\boldsymbol{e}_{n}\right\|^{2} / n}<q\right\} \rightarrow 1 \tag{37}
\end{equation*}
$$

for some constant $q \in(0,1)$. Therefore,

$$
\mathbb{P}\left\{\min _{\alpha \in \mathcal{A}_{n} \backslash \mathcal{A}_{n}^{c}} G_{n, \lambda_{n}}(\alpha)>G_{n, \lambda_{n}}\left(\underline{\alpha}_{n}^{c}\right)\right\} \rightarrow 1
$$

which implies $\mathbb{P}\left\{\hat{\alpha}_{n} \in \mathcal{A}_{n}^{c}\right\} \rightarrow 1$. It remains to prove that $\mathbb{P}\left\{\hat{\alpha}_{n}=\right.$ $\left.\underline{\alpha}_{n}^{c}, \hat{\alpha}_{n} \in \mathcal{A}_{n}^{c}\right\} \rightarrow 1$, or equivalently,

$$
\begin{equation*}
\mathbb{P}\left\{\min _{\alpha \in \mathcal{A}_{n}^{c} \backslash\left\{\underline{\alpha}_{n}^{c}\right\}} G_{n, \lambda_{n}}(\alpha)>G_{n, \lambda_{n}}\left(\underline{\alpha}_{n}^{c}\right)\right\} \rightarrow 1 \tag{38}
\end{equation*}
$$

For any $\alpha \in \mathcal{A}_{n}^{c}$,

$$
\begin{align*}
& G_{n, \lambda_{n}}(\alpha)-G_{n, \lambda_{n}}\left(\underline{\alpha}_{n}^{c}\right) \\
& =\frac{1}{n} \hat{\sigma}_{n}^{2}\left\{d_{n}(\alpha)-d_{n}\left(\underline{\alpha}_{n}^{c}\right)\right\}\left(\lambda_{n}-\frac{\left\|\boldsymbol{e}_{n}\right\|_{P_{n}(\alpha)-P_{n}\left(\underline{\underline{\alpha}}_{n}^{c}\right)}^{2}}{\hat{\sigma}_{n}^{2}\left\{d_{n}(\alpha)-d_{n}\left(\underline{\alpha}_{n}^{c}\right)\right\}}\right) \tag{39}
\end{align*}
$$

From (Whittle, 1960, Thm.2),

$$
\begin{equation*}
E\left(\frac{\|\boldsymbol{e}\|_{P_{n}(\alpha)-P_{n}\left(\underline{\alpha}_{n}^{c}\right)}^{2}}{d_{n}(\alpha)-d_{n}\left(\underline{\alpha}_{n}^{c}\right)}-\sigma^{2}\right)^{2 m_{2}} \leq C\left\{d_{n}(\alpha)-d_{n}\left(\underline{\alpha}_{n}^{c}\right)\right\}^{-m_{2}} \tag{40}
\end{equation*}
$$

By Markov's inequality, we obtain

$$
\begin{equation*}
\mathbb{P}\left\{\frac{\|\boldsymbol{e}\|_{P_{n}(\alpha)-P_{n}\left(\alpha_{n}^{c}\right)}^{2}}{d_{n}(\alpha)-d_{n}\left(\underline{\alpha}_{n}^{c}\right)}-\sigma^{2}>\delta\right\} \leq C \delta^{-2 m_{2}}\left\{d_{n}(\alpha)-d_{n}\left(\underline{\alpha}_{n}^{c}\right)\right\}^{-m_{2}} \tag{41}
\end{equation*}
$$

for any constant $\delta>0$. This together with implies that

$$
\begin{equation*}
\max _{\alpha \in \mathcal{A}_{n}^{c}, \alpha \neq \underline{\alpha}_{n}^{c}} \frac{\|\boldsymbol{e}\|_{P_{n}(\alpha)-\mathbb{P}_{n}\left(\underline{\alpha}_{n}^{c}\right)}^{2}}{d_{n}(\alpha)-d_{n}\left(\underline{\alpha}_{n}^{c}\right)}=O_{p}(1) \tag{42}
\end{equation*}
$$

Applying condition (42) and $\lambda_{n} \rightarrow \infty$ to identity (39), we conclude that (38) holds.

Case 2). It has been proved under conditions $\hat{\sigma}_{n}^{2} \rightarrow_{p} \sigma^{2}$ and (13) that (Shao, 1997, eq.(3.2))

$$
G_{n, 2}(\alpha)=\left\{\begin{array}{lr}
\frac{\left\|\boldsymbol{e}_{n}\right\|^{2}}{n}+\frac{2 \hat{\sigma}_{n}^{2} d_{n}(\alpha)}{n}-\frac{\boldsymbol{e}_{n}^{\mathrm{T}} P_{n}(\alpha) \boldsymbol{e}_{n}}{n} & \text { if } \alpha \in \mathcal{A}_{n}^{c}  \tag{43}\\
\frac{\left\|\boldsymbol{e}_{n}\right\|^{2}}{n}+\mathcal{L}_{n}(\alpha)+o_{p}\left\{\mathcal{L}_{n}(\alpha)\right\} & \text { if } \alpha \in \mathcal{A}_{n} \backslash \mathcal{A}_{n}^{c}
\end{array}\right.
$$

where the $o_{p}$ is taken uniformly in $\alpha \in \mathcal{A}_{n} \backslash \mathcal{A}_{n}^{c}$ (as before). If $\operatorname{card}\left(\mathcal{A}_{n}^{c}\right)=$ $\emptyset$, it is clear that minimizing $G_{n, 2}(\alpha)$ guarantees asymptotic loss efficiency. If $\operatorname{card}\left(\mathcal{A}_{n}^{c}\right)=1$, then conditions (9), (29), and (43) imply both $\mathbb{P}\left\{G_{n, 2}(\alpha)>G_{n, 2}\left(\underline{\alpha}_{n}^{c}\right)\right\} \rightarrow 1$ and $\mathcal{L}_{n}\left(\underline{\alpha}_{n}^{c}\right)=o_{p}\left\{\mathcal{L}_{n}(\alpha)\right\}$ uniformly in $\alpha \in \mathcal{A}_{n} \backslash \mathcal{A}_{n}^{c}$. Thus, the selected model is asymptotically loss efficient. The asymptotic risk efficiency can be similarly proved using (29).

## E. Proof of Theorem 1

A more general result is summarized in Proposition 4 . To prove (21), we only need to verify the assumptions there. Assumption ii implies assumption ii in Proposition 4. Assumption iv trivially implies assumption iv(c) in Proposition 4. Assumptions $v$ and (18) and the nested model imply assumption iv(e) in Proposition 4. Assumption (20) and the model being nested imply assumption $\mathrm{iv}(\mathrm{f})(\mathrm{g})$ in Proposition 4.

Moreover, in the particular case of $\Delta_{n}(\alpha)=c d(\alpha)^{-\gamma}$, it is sufficient to simply choose $n^{\prime}=n \cdot\left(1+n^{-\zeta}\right)$ with any $\zeta \in\left(\frac{1}{2}, \frac{1}{\gamma+1}\right)$.

Proposition 4. Assume that the noises $e_{1}, \ldots, e_{n}$ are i.i.d. Gaussian with zero mean and variance $\sigma^{2}$. Assume that $\mathcal{A}_{n}^{c}=\emptyset$. Suppose that for all sufficiently large $n$
(i) $\Delta_{n}\left(\bar{\alpha}_{n}\right) \rightarrow 0, d_{n} / n \rightarrow 0$;
(ii) Condition (13) holds;
(iii) $\operatorname{card}\left(\mathcal{A}_{n}^{R}\right)<C$ for some fixed constant $C$;
(iv) There exist $n^{\prime}\left(n^{\prime}>n\right)$ that is a function of $n$ and satisfies
(a) $n^{-1 / 2}\left(n-n^{\prime}\right) \rightarrow 0$,
(b) $n^{-1 / 2}\left\{d\left(\alpha_{n}^{R}\right)-d\left(\alpha_{n^{\prime}}^{R}\right)\right\} \rightarrow 0$,
(c) $n^{1 / 2}\left\{\Delta_{n}\left(\alpha_{n}^{R}\right)-\Delta_{n^{\prime}}\left(\alpha_{n}^{R}\right)\right\} \rightarrow 0$,
(d) $n\left\{\Delta_{n}\left(\alpha_{n}^{R}\right)-\Delta_{n}\left(\alpha_{n^{\prime}}^{R}\right)\right\} \rightarrow \infty$,
(e)

$$
\limsup _{n \rightarrow \infty} \frac{n\left\{\Delta_{n}\left(\alpha_{n}^{R}\right)-\Delta_{n}\left(\alpha_{n^{\prime}}^{R}\right)\right\}-n^{\prime}\left\{\Delta_{n^{\prime}}\left(\alpha_{n}^{R}\right)-\Delta_{n^{\prime}}\left(\alpha_{n^{\prime}}^{R}\right)\right\}}{\sqrt{n\left\{\Delta_{n}\left(\alpha_{n}^{R}\right)-\Delta_{n}\left(\alpha_{n^{\prime}}^{R}\right)\right\}}}<2 \sqrt{e},
$$

(f) $\mathcal{A}_{n}^{R} \cap \mathcal{A}_{n^{\prime}}^{R}=\emptyset$,
(g) $\mathcal{A}_{n}^{R} \in \mathcal{A}_{n^{\prime}}, \mathcal{A}_{n^{\prime}}^{R} \in \mathcal{A}_{n}$,
(h) $\alpha_{n}^{R} \subsetneq \alpha_{n^{\prime}}^{R}$,
for any $\alpha_{n}^{R} \in \mathcal{A}_{n}^{R}$ and $\alpha_{n^{\prime}}^{R} \in \mathcal{A}_{n^{\prime}}^{R}$.
Then the conditions of Proposition 2(ii) are satisfied (so that asymptotic efficiency can be achieved), while for any normal selection criterion $\psi$

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \mathbb{P}_{n}\left\{\psi_{n}\left(\boldsymbol{y}_{n}, \mathcal{A}_{n}\right) \notin \mathcal{A}_{n}^{R}\right\}>0 \tag{44}
\end{equation*}
$$

where $\mathbb{P}_{n}$ denotes the probability under the distribution of $\boldsymbol{y}_{n}$.

## Proof of Proposition 4:

It can be verified that the conditions of Proposition 2 (ii) are met. In particular, assumption (i) guarantees $\hat{\sigma}_{n}^{2} \rightarrow_{p} \sigma^{2}$ (by Remark 1).

For notational convenience, let $n_{1}=n$ and $n_{2}=n^{\prime}$ (which depends only on $n_{1}$ ). Since
$\limsup _{n \rightarrow \infty} \mathbb{P}_{n}\left\{\psi_{n}\left(\boldsymbol{y}_{n}, \mathcal{A}_{n}\right) \notin \mathcal{A}_{n}^{R}\right\} \geq \liminf _{n_{1} \rightarrow \infty}\left(\frac{1}{2} \sum_{k=1,2} \mathbb{P}_{n_{k}}\left\{\psi_{n_{k}}\left(\boldsymbol{y}_{n_{k}}, \mathcal{A}_{n_{k}}\right) \notin \mathcal{A}_{n_{k}}^{R}\right)\right.$,
and property (P1) implies that $\psi_{n_{k}}\left(\boldsymbol{y}_{n_{k}}, \mathcal{A}_{n_{k}}\right)=\phi_{n_{k}}\left(\boldsymbol{s}_{n_{k}}\right)$, we only need to prove that

$$
\liminf _{n_{1} \rightarrow \infty}\left(\frac{1}{2} \sum_{k=1,2} \mathbb{P}_{n_{k}}\left\{\phi_{n_{k}}\left(s_{n_{k}}\right) \notin \mathcal{A}_{n_{k}}^{R}\right)>0\right.
$$

Using property (P2) and assumption (iii), it suffices to prove that for any $\alpha_{n_{1}}^{R} \in \mathcal{A}_{n_{1}}, \alpha_{n_{2}}^{R} \in \mathcal{A}_{n_{2}}$,

$$
\begin{equation*}
\sum_{k=1,2} \mathbb{P}_{n_{k}}\left\{\phi_{n_{k}}(\boldsymbol{S}) \notin \mathcal{A}_{n_{k}}^{R}\right\} \geq \delta \tag{45}
\end{equation*}
$$

for some fixed constant $\delta>0$, where

$$
\boldsymbol{S} \triangleq\left[S_{n_{k}}\left(\alpha_{n_{1}}^{R}\right), S_{n_{k}}\left(\alpha_{n_{2}}^{R}\right)\right]^{\mathrm{T}}
$$

under probability $\mathbb{P}_{n_{k}}$. Note that the distribution of $\boldsymbol{S}$ depends on whether $k=1,2$.

To prove 45, we shall use an adaptation of Le Cam's method. For each $\alpha \in \mathcal{A}_{n_{k}}$, we let $\mathbf{1}_{k, \alpha}$ denote the $\operatorname{card}\left(\mathcal{A}_{n_{k}}\right) \times 1$ zero-one vector that contains a unique ' 1 ' representing $\alpha$, and let $I_{\mathcal{A}_{n_{k}}^{R}}=\left\{\mathbf{1}_{\alpha}: \alpha \in \mathcal{A}_{n_{k}}^{R}\right\}$ for $k=1,2$. For a point $x$ and set $S$ in the Euclidean space, we define $D(x, S)=\inf _{s \in S}\|x-s\|$. For any selection criterion $\phi_{n_{k}}$ restricted to $\boldsymbol{S}$, it defines the test statistic

$$
T(\boldsymbol{S})= \begin{cases}1 & \text { if } D\left(\mathbf{1}_{\phi_{n_{1}}(\boldsymbol{S})}, I_{\alpha_{n_{1}}^{R}}\right) \leq D\left(\mathbf{1}_{\phi_{n_{2}}(\boldsymbol{S})}, I_{\alpha_{n_{2}}^{R}}\right) \\ 2 & \text { otherwise }\end{cases}
$$

If $T(\boldsymbol{S})=1$, then assumption iv(f) guarantees that $D\left(\mathbf{1}_{\phi_{n_{2}}(\boldsymbol{S})}, I_{\mathcal{A}_{n_{2}}^{R}}\right) \neq 0$, which further implies that $D\left(\mathbf{1}_{\phi_{n_{2}}(S)}, I_{\mathcal{A}_{n_{2}}^{R}}\right)=\sqrt{2}$. Therefore,

$$
\begin{aligned}
\mathbb{P}_{n_{2}}\left\{\phi_{n_{2}}(\boldsymbol{S}) \notin \mathcal{A}_{n_{2}}^{R}\right\} & =\frac{1}{\sqrt{2}} E_{2}\left\{D\left(\mathbf{1}_{\phi_{n_{2}}(\boldsymbol{S})}, I_{\mathcal{A}_{n_{2}}^{R}}\right)\right\} \\
& \geq \frac{1}{\sqrt{2}} E_{2}\left\{D\left(\mathbf{1}_{\phi_{n_{2}}(\boldsymbol{S})}, I_{\mathcal{A}_{n_{2}}^{R}}\right) 1_{T(\boldsymbol{S})=1}\right\}=\mathbb{P}_{n_{2}}\{T(\boldsymbol{S})=1\}
\end{aligned}
$$

where $1_{(\cdot)}$ is the indicator function, and $E_{k}$ is the expectation with respect to $\mathbb{P}_{n_{k}}(k=1,2)$. Similarly, $\mathbb{P}_{n_{1}}\left\{\phi_{n_{1}}(\boldsymbol{S}) \notin \mathcal{A}_{n_{1}}^{R}\right\} \geq \mathbb{P}_{n_{1}}\{T(\boldsymbol{S})=2\}$. Thus, we obtain

$$
\begin{equation*}
\sum_{k=1,2} \mathbb{P}_{n_{k}}\left\{\phi_{n_{k}}(\boldsymbol{S}) \notin \mathcal{A}_{n}^{R, k}\right\} \geq \sum_{k=1,2} \mathbb{P}_{n_{k}}\{T(\boldsymbol{S}) \neq k\} \tag{46}
\end{equation*}
$$

Let $\mathbb{P}_{k}$ and $p_{k}$ denote the probability distribution of $\boldsymbol{S}$ and its density function under sample size $n_{k}(k=1,2)$, respectively. The right hand side of (46) is minimized by the Neyman-Pearson test

$$
T_{\mathrm{NP}}(\boldsymbol{S})= \begin{cases}1 & \text { if } p_{1}(\boldsymbol{S})>p_{2}(\boldsymbol{S}) \\ 2 & \text { otherwise }\end{cases}
$$

Direct calculation gives

$$
\begin{equation*}
\sum_{k=1,2} \mathbb{P}_{n_{k}}\{T(\boldsymbol{S}) \neq k\} \geq \sum_{k=1,2} \mathbb{P}_{n_{k}}\left\{T_{\mathrm{NP}}(\boldsymbol{S}) \neq k\right\}=1-D_{\mathrm{TV}}\left(\mathbb{P}_{1}, \mathbb{P}_{2}\right) \tag{47}
\end{equation*}
$$

Combining (45), (46), and (47), it remains to prove that

$$
\limsup _{n \rightarrow \infty} D_{\mathrm{TV}}\left(\mathbb{P}_{1}, \mathbb{P}_{2}\right)<1
$$

For notational convenience, let

$$
\begin{array}{ll}
U_{1} \triangleq S_{n_{1}}\left(\alpha_{n_{1}}^{R}\right), & U_{2} \triangleq S_{n_{1}}\left(\alpha_{n_{1}}^{R}\right)-S_{n_{1}}\left(\alpha_{n_{2}}^{R}\right) \\
V_{1} \triangleq S_{n_{2}}\left(\alpha_{n_{1}}^{R}\right), & V_{2} \triangleq S_{n_{2}}\left(\alpha_{n_{1}}^{R}\right)-S_{n_{2}}\left(\alpha_{n_{2}}^{R}\right)
\end{array}
$$

Let $d_{1}, d_{2}$ denote the dimensions of $\alpha_{n_{1}}^{R}, \alpha_{n_{2}}^{R}$, respectively. Direct calculation shows that $U_{1}, U_{2}, V_{1}, V_{2}$ follow non-central chi-squared (nc- $\chi^{2}$ ) distributions with non-centrality parameters and degrees of freedom given below

$$
\begin{array}{ll}
U_{1} \sim \operatorname{nc}-\chi^{2}\left(s_{1}^{U}, r_{1}^{U}\right), & s_{1}^{U}=n_{1} \Delta_{n_{1}}\left(\alpha_{n_{1}}^{R}\right), \quad r_{1}^{U}=n_{1}-d_{1}, \\
V_{1} \sim \operatorname{nc}-\chi^{2}\left(s_{1}^{V}, r_{1}^{V}\right), & s_{1}^{V}=n_{2} \Delta_{n_{2}}\left(\alpha_{n_{1}}^{R}\right), \quad r_{1}^{V}=n_{2}-d_{2}, \\
U_{2} \sim \operatorname{nc}-\chi^{2}\left(s_{2}^{U}, r_{2}^{U}\right), & s_{2}^{U}=n_{1}\left\{\Delta_{n_{1}}\left(\alpha_{n_{1}}^{R}\right)-\Delta_{n_{1}}\left(\alpha_{n_{2}}^{R}\right)\right\}, \quad r_{2}^{U}=d_{2}-d_{1}, \\
V_{2} \sim \operatorname{nc-}-\chi^{2}\left(s_{2}^{V}, r_{2}^{V}\right), & s_{2}^{V}=n_{2}\left\{\Delta_{n_{2}}\left(\alpha_{n_{1}}^{R}\right)-\Delta_{n_{2}}\left(\alpha_{n_{2}}^{R}\right)\right\}, \quad r_{2}^{V}=d_{2}-d_{1},
\end{array}
$$

It follows from the assumptions of Gaussian noise and assumption iv $(\mathrm{h})$ that $U_{1}, U_{2}$ are independent, and $V_{1}, V_{2}$ are independent. As a result,

$$
D_{\mathrm{TV}}\left(\mathbb{P}_{1}, \mathbb{P}_{2}\right)=D_{\mathrm{TV}}\left(\mathbb{P}_{\left[U_{1}, U_{1}-U_{2}\right]}, \mathbb{P}_{\left[V_{1}, V_{1}-V_{2}\right]}\right)=D_{\mathrm{TV}}\left(\mathbb{P}_{\left[U_{1}, U_{2}\right]}, \mathbb{P}_{\left[V_{1}, V_{2}\right]}\right)
$$

From Lemma 1,

$$
D_{\mathrm{TV}}\left(\mathbb{P}_{U}, \mathbb{P}_{V}\right) \leq \sum_{k=1}^{2} D_{\mathrm{TV}}\left(\mathbb{P}_{U_{k}}, \mathbb{P}_{V_{k}}\right) .
$$

Next we prove that

$$
\begin{align*}
& \lim _{n \rightarrow \infty} D_{\mathrm{TV}}\left(\mathbb{P}_{U_{1}}, \mathbb{P}_{V_{1}}\right)=0  \tag{48}\\
& \limsup _{n \rightarrow \infty} D_{\mathrm{TV}}\left(\mathbb{P}_{U_{2}}, \mathbb{P}_{V_{2}}\right)<1 \tag{49}
\end{align*}
$$

Let $Z$ denote the standard Gaussian random variable. By triangle inequality and Lemmas 2 we have

$$
\begin{aligned}
D_{\mathrm{TV}}\left(\mathbb{P}_{U_{1}}, \mathbb{P}_{V_{1}}\right) & =D_{\mathrm{TV}}\left(\mathbb{P}_{\left(U_{1}-r_{1}^{U}-s_{1}^{U}\right) / \sqrt{n_{1}}}, \mathbb{P}_{\left(V_{1}-r_{1}^{U}-s_{1}^{U}\right) / \sqrt{n_{1}}}\right) \\
& \leq C_{1}+D_{\mathrm{TV}}\left(\mathbb{P}_{Z}, \mathbb{P}_{\left(V_{1}-r_{1}^{U}-s_{1}^{U}\right) / \sqrt{n_{1}}}\right) \\
& \leq C_{1}+D_{\mathrm{TV}}\left(\mathbb{P}_{a Z+b}, \mathbb{P}_{\left(V_{1}-r_{1}^{V}-s_{1}^{V}\right) / \sqrt{n_{2}}}\right) \\
& \leq C_{1}+C_{2}+C_{3}
\end{aligned}
$$

where

$$
\begin{aligned}
& C_{1} \triangleq D_{\mathrm{TV}}\left(\mathbb{P}_{\left.\left(U_{1}-r_{1}^{U}-s_{1}^{U}\right) / \sqrt{n_{1}}, \mathbb{P}_{Z}\right)}\right. \\
& C_{2} \triangleq D_{\mathrm{TV}}\left(\mathbb{P}_{a Z+b}, \mathbb{P}_{Z}\right), \quad C_{3} \triangleq D_{\mathrm{TV}}\left(\mathbb{P}_{Z}, \mathbb{P}_{\left.\left(V_{1}-r_{1}^{V}-s_{1}^{V}\right) / \sqrt{n_{2}}\right)}\right. \\
& a \triangleq \sqrt{\frac{n_{1}}{n_{2}}}, \quad b \triangleq \frac{\left(r_{1}^{U}-r_{1}^{V}\right)+\left(s_{1}^{U}-s_{1}^{V}\right)}{\sqrt{n_{2}}}
\end{aligned}
$$

From Lemma 4 and Lemma 2, (48) holds as long as the following conditions hold.

$$
\begin{align*}
& \frac{n_{1}}{n_{2}}=1+o(1)  \tag{50}\\
& \frac{n_{1} \Delta_{n_{1}}\left(\alpha_{n_{1}}^{R}\right)-n_{2} \Delta_{n_{2}}\left(\alpha_{n_{1}}^{R}\right)}{\sqrt{n_{1}}}=o(1)  \tag{51}\\
& \frac{\left(n_{1}-d_{1}\right)-\left(n_{2}-d_{2}\right)}{\sqrt{n_{1}}}=o(1) \tag{52}
\end{align*}
$$

as $n=n_{1} \rightarrow \infty$. In fact, assumption iv(a) implies (50), assumptions ii, iv(a)-(c) imply (51), and assumptions iv(a)(b) imply (52).

To prove (49), by Lemma 6, it suffices to show that

$$
\begin{equation*}
s_{2}^{U} \rightarrow \infty, \quad \limsup _{n \rightarrow \infty} \frac{s_{2}^{U}-s_{2}^{V}}{\sqrt{s_{2}^{U}}}<2 \sqrt{e} \tag{53}
\end{equation*}
$$

In fact, the two inequalities in (53) are implied by assumptions iv $(\mathrm{d}) \&(\mathrm{e})$, respectively.

## F. Technical lemmas for the proof of Theorem11and Proposition4

We first introduce some new notation. Total variation distance of two probability measures $P, Q$ on a sigma-algebra $\mathcal{F}$ of subsets of the sample space $\mathcal{X}$ is defined by $D_{\mathrm{TV}}(P, Q)=\sup _{A \in \mathcal{F}}|P(A)-Q(A)|$. It is related to the $L_{1}$ distance by the identity $2 D_{\mathrm{TV}}(P, Q)=\left\|f_{P}-f_{Q}\right\|_{1}$ where $f_{P}, f_{Q}$ are absolutely continuous probability density functions.

Lemma 1. Suppose that $U=\left[U_{1}, \ldots, U_{k}\right]^{\mathrm{T}}$ and $V=\left[V_{1}, \ldots, V_{k}\right]^{\mathrm{T}}$ are random variables defined on a common probability space such that all $U_{i}$ 's are independent and all $V_{i}$ 's are independent. Then

$$
D_{\mathrm{TV}}\left(\mathbb{P}_{U}, \mathbb{P}_{V}\right) \leq \sum_{i=1}^{k} D_{\mathrm{TV}}\left(\mathbb{P}_{U_{i}}, \mathbb{P}_{V_{i}}\right)
$$

Proof. The proof follows from the definition of total variation distance and the elementary inequality $\left|\prod_{i=1}^{k} a_{i}-\prod_{i=1}^{k} b_{i}\right| \leq \sum_{i=1}^{k}\left|a_{i}-b_{i}\right|$ for all real values $a_{i}$ 's and $b_{i}$ 's that $\left|a_{i}\right| \leq 1,\left|b_{i}\right| \leq 1$.

Lemma 2. Suppose that $U$ and $V$ are random variables, and $a, b$ are deterministic values. Then

$$
D_{\mathrm{TV}}\left(\mathbb{P}_{a U+b}, \mathbb{P}_{a V+b}\right)=D_{\mathrm{TV}}\left(\mathbb{P}_{U}, \mathbb{P}_{V}\right)
$$

Proof. The scale and shift invariance directly follows from the definition of total variation distance.

Lemma 3. Suppose that $U$ is a univariate Gaussian random variable, and $a_{n}, b_{n}$ are deterministic sequences such that $a_{n} \rightarrow 1$ and $b_{n} \rightarrow 0$ as $n$ goes to infinity. Then

$$
\lim _{n \rightarrow \infty} D_{\mathrm{TV}}\left(\mathbb{P}_{a_{n} U+b_{n}}, \mathbb{P}_{U}\right)=0
$$

Moreover, double indexed sequences $a_{n, i}$ and $b_{n, i}$ satisfy

$$
\begin{equation*}
\max _{i \in I_{n}}\left|a_{n, i}-1\right| \rightarrow 0, \quad \max _{i \in I_{n}}\left|b_{n, i}\right| \rightarrow 0 \tag{54}
\end{equation*}
$$

for some set $I_{n} \in\{1, \ldots, n\}$, then

$$
\lim _{n \rightarrow \infty} \max _{i \in I_{n}} D_{\mathrm{TV}}\left(\mathbb{P}_{a_{n, i} U+b_{n, i}} \mathbb{P}_{U}\right)=0
$$

The result for the case of $a_{n, i}$ and $b_{n, i}$ can be similarly proved.
Proof. Suppose that $U \sim \mathcal{N}\left(\mu_{0}, \sigma_{0}^{2}\right)$. Let $\mu_{1}=a_{n} \mu_{0}+b_{n}, \sigma_{1}^{2}=a_{n}^{2} \sigma_{0}^{2}$. The Kullback-Leibler divergence from $\mathbb{P}_{a_{n} U+b_{n}}$ to $\mathbb{P}_{U}$ is

$$
\frac{1}{2}\left(\frac{\sigma_{0}^{2}}{\sigma_{1}^{2}}+\frac{\left(\mu_{1}-\mu_{0}\right)^{2}}{\sigma_{1}^{2}}-1+\log \frac{\sigma_{1}^{2}}{\sigma_{0}^{2}}\right)
$$

which goes to zero as $n \rightarrow \infty$. The desired result then follows from Pinsker's inequality.

The following lemma shows that with large degrees of freedom (compared with non-centrality parameters), standardized noncentral chi-squared distributions converge to standard Gaussian distribution in total variation distance (which is stronger than the usual Kolmogorov distance).

Lemma 4. Suppose that $X_{n}$ is a sequence of noncentral chi-squared random variables with degrees of freedom $r_{n}$ and non-centrality parameters $s_{n}$. Suppose that $r_{n}, s_{n}, t_{n}$ are deterministic sequences such that $r_{n}$ 's are positive integers and as $n \rightarrow \infty$,

$$
\begin{align*}
& s_{n} \rightarrow \infty, \quad \frac{s_{n}}{r_{n}} \rightarrow 0,  \tag{55}\\
& \frac{r_{n}}{t_{n}} \rightarrow 1 \tag{56}
\end{align*}
$$

Then $D_{\mathrm{TV}}\left(\mathbb{P}_{\tilde{X}_{n}}, \mathbb{P}_{Z}\right) \rightarrow 0$ as $n \rightarrow \infty$, where

$$
\tilde{X}_{n}=\frac{X_{n}-\left(r_{n}+s_{n}\right)}{\sqrt{t_{n}}}
$$

and $\mathbb{P}_{Z}$ denotes a standard Gaussian distribution.

Proof. For any fixed $\delta>0$, we prove that

$$
\begin{equation*}
D_{\mathrm{TV}}\left(p_{\tilde{X}_{n}}, p_{Z}\right) \leq \delta \tag{57}
\end{equation*}
$$

for all sufficiently large $n$. The probability density function of $X_{n}$ is given by

$$
\begin{equation*}
f_{X_{n}}\left(x ; r_{n}, s_{n}\right)=\sum_{i=0}^{\infty} h_{s_{n} / 2}(i) f_{Y_{r_{n}+2 i}}(x) \tag{58}
\end{equation*}
$$

where $h_{s_{n} / 2}(i)$ is the distribution function of Poisson with mean $s_{n} / 2$, and $Y_{r}$ is distributed as chi-squared with $r$ degrees of freedom. Condition (55) and the Chebyshev's inequality imply that

$$
\lim _{n \rightarrow \infty} \sum_{i \in I_{n}} h_{s_{n} / 2}(i)=1, \text { where } I_{n} \triangleq\left\{i:\left|i-\frac{s_{n}}{2}\right| \leq\left(s_{n} r_{n}\right)^{1 / 4}\right\}
$$

By triangle inequality and the definition of $h_{s_{n} / 2}(\cdot)$,

$$
\begin{align*}
D_{\mathrm{TV}}\left(\mathbb{P}_{\tilde{X}_{n}}, \mathbb{P}_{Z}\right) & \leq \frac{1}{2} \sum_{i=0}^{\infty} h_{s_{n} / 2}(i)\left\|f_{\left\{Y_{r_{n}+2 i}-\left(r_{n}+s_{n}\right)\right\} / \sqrt{t_{n}}}-f_{Z}\right\|_{1} \\
& \leq \frac{\delta}{3}+\frac{1}{2} \sum_{i \in I_{n}} h_{s_{n} / 2}(i)\left\|f_{\left\{Y_{r_{n}+2 i}-\left(r_{n}+s_{n}\right)\right\} / \sqrt{t_{n}}}-f_{Z}\right\|_{1} \\
& \leq \frac{\delta}{3}+\frac{1}{2} \max _{i \in I_{n}}\left\|f_{\left\{Y_{r_{n}+2 i}-\left(r_{n}+s_{n}\right)\right\} / \sqrt{t_{n}}}-f_{Z}\right\|_{1} \tag{59}
\end{align*}
$$

for all sufficiently large $n$. By Lemma 2,

$$
\begin{align*}
& \left\|f_{\left\{Y_{r_{n}+2 i}-\left(r_{n}+s_{n}\right)\right\} / \sqrt{t_{n}}}-f_{Z}\right\|_{1}=\left\|f_{\left\{Y_{r_{n}+2 i}-\left(r_{n}+2 i\right)\right\} / \sqrt{r_{n}+2 i}}-f_{a_{n} Z+b_{n}}\right\|_{1} \\
& \leq\left\|f_{\left\{Y_{r_{n}+2 i}-\left(r_{n}+2 i\right)\right\} / \sqrt{r_{n}+2 i}}-f_{Z}\right\|_{1}+\left\|f_{a_{n} Z+b_{n}}-f_{Z}\right\|_{1} \tag{60}
\end{align*}
$$

where

$$
\begin{equation*}
a_{n} \triangleq \sqrt{\frac{t_{n}}{r_{n}+2 i}}, \quad b_{n} \triangleq \frac{s_{n}-2 i}{\sqrt{r_{n}+2 i}} . \tag{61}
\end{equation*}
$$

It can be proved that condition (54) holds. Then Lemma 3 implies that

$$
\begin{equation*}
\left\|f_{a_{n} Z+b_{n}}-f_{Z}\right\|_{1} \leq \frac{2 \delta}{3} \tag{62}
\end{equation*}
$$

for all sufficiently large $n$. Moreover, by (Prohorov, 1952; Bally et al., 2016. Theorem 2.2)

$$
\begin{equation*}
\left\|f_{\left\{Y_{r_{n}+2 i}-\left(r_{n}+2 i\right)\right\} / \sqrt{r_{n}+2 i}}-f_{Z}\right\|_{1} \leq \frac{2 \delta}{3} \tag{63}
\end{equation*}
$$

for all $i \in I_{n}$ for all sufficiently large $n$.
The proof is completed by combining inequalities $(\sqrt{59}),(60),(62)$, and (63).

The following is a technical lemma stating that a Poisson distribution has negligible total variation distance to its shift as long as such shift is small.

Lemma 5. Suppose that $X_{n}$ is a sequence of Poisson random variables with mean $\tau_{n} \rightarrow \infty$, and $\rho_{n}$ is a deterministic sequence of integers such that $\rho_{n}=o\left(\sqrt{\tau_{n}}\right)$. Then $D_{\mathrm{TV}}\left(\mathbb{P}_{X_{n}}, \mathbb{P}_{X_{n}-\rho_{n}}\right) \rightarrow 0$ as $n \rightarrow \infty$.

Proof. It follows from the assumptions and the Chebyshev's inequality that

$$
\lim _{n \rightarrow \infty} \sum_{i \in I_{n}} h_{\tau_{n}}(i)=1, \text { where } I_{n} \triangleq\left\{i:\left|i-\tau_{n}\right| \leq\left(\tau_{n} \rho_{n}\right)^{1 / 4}\right\}
$$

For any fixed $\delta>0$, we have

$$
\begin{equation*}
\sum_{i \notin I_{n}} h_{\tau_{n}}(i) \leq \frac{\delta}{3}, \quad \sum_{i-\rho_{n} \notin I_{n}} h_{\tau_{n}}(i) \leq \frac{\delta}{3} \tag{64}
\end{equation*}
$$

for all sufficiently large $n$. For all $i \in I_{n}$ we have $i+\tau_{n} \sim i$. By Stirling's formula,

$$
\begin{align*}
\frac{\mathbb{P}\left(X_{n}=i\right)}{\mathbb{P}\left(X_{n}-\rho_{n}=i\right)} & =\frac{\tau_{n}^{-\rho_{n}}\left(i+\tau_{n}\right)!}{i!} \\
& \sim \tau_{n}^{-\rho_{n}}\left(\frac{i+\rho_{n}}{i}\right)^{1 / 2}\left(1+\frac{\rho_{n}}{i}\right)^{i}\left(\frac{i+\rho_{n}}{e}\right)^{\rho_{n}} \\
& \sim \tau_{n}^{-\rho_{n}}\left(i+\rho_{n}\right)^{\rho_{n}}=o(1) \tag{65}
\end{align*}
$$

uniformly for $i \in I_{n}$ as $n \rightarrow \infty$. Combining (64) and we obtain

$$
D_{\mathrm{TV}}\left(\mathbb{P}_{X_{n}}, \mathbb{P}_{X_{n}-\rho_{n}}\right) \leq \frac{2 \delta}{3}+\frac{1}{2} \sum_{i \in I_{n}}\left|\mathbb{P}\left(X_{n}=i\right)-\mathbb{P}\left(X_{n}-\rho_{n}=i\right)\right| \leq \delta
$$

for all sufficiently large $n$.

The following lemma shows that with the total variation distance between two noncentral chi-squared distributions is close to zero as long as their difference in mean is small compared with their standard deviations.

Lemma 6. Suppose that $X_{1, n}, X_{2, n}$ are two sequences of noncentral chi-squared random variables with degrees of freedom $r_{1, n}, r_{2, n}$ and noncentrality parameters $s_{1, n}, s_{2, n}$, respectively. Suppose that $r_{k, n}, s_{k, n}$ are deterministic sequences such that $r_{k, n}$ 's $(k=1,2)$ are positive integers and as $n \rightarrow \infty$,

$$
\begin{align*}
& s_{1, n} \rightarrow \infty  \tag{66}\\
& \frac{r_{1, n}-r_{2, n}}{\sqrt{s_{1, n}}} \rightarrow 0  \tag{67}\\
& \limsup _{n \rightarrow \infty} \frac{s_{1, n}-s_{2, n}}{\sqrt{s_{1, n}}}<2 \sqrt{e} . \tag{68}
\end{align*}
$$

Then $\lim \sup _{n \rightarrow \infty} D_{\mathrm{TV}}\left(p_{X_{1, n}}, p_{X_{2, n}}\right)<1$, where $p_{X}$ denotes the distribution of $X$.

Proof. Choose any fixed $\delta$ such that

$$
0<3 \delta<1-\limsup _{n \rightarrow \infty} \frac{s_{1, n}-s_{2, n}}{2 \sqrt{e \cdot s_{1, n}}}
$$

We prove that $D_{\mathrm{TV}}\left(\mathbb{P}_{X_{1, n}}, \mathbb{P}_{X_{2, n}}\right) \leq 1-\delta$ for all sufficiently large $n$. For simplicity, we assume that $r_{1, n}-r_{2, n}$ are even numbers. Other cases can be similarly proved. Define $I_{n}=\left\{i:\left|i-s_{1, n} / 2\right|<s_{1, n}^{1 / 2+\epsilon}\right\}$ for any $\epsilon \in(0,1 / 2)$. Similar to the argument in (64) we have

$$
\begin{equation*}
\sum_{i \notin I_{n}} h_{s_{1, n} / 2}(i) \leq \frac{\delta}{4}, \quad \sum_{i-\left(r_{1, n}-r_{2, n}\right) / 2 \notin I_{n}} h_{s_{2, n} / 2}(i) \leq \frac{\delta}{4} \tag{69}
\end{equation*}
$$

Using (69) and identity (58) we have

$$
\begin{align*}
D_{\mathrm{TV}}\left(\mathbb{P}_{X_{1, n}}, \mathbb{P}_{X_{2, n}}\right) & \leq \frac{\delta}{2}+\sum_{\substack{i \in I_{n} \\
j=i+\left(r_{1, n}-r_{2, n}\right) / 2}}\left|h_{s_{1, n} / 2}(i)-h_{s_{2, n} / 2}(j)\right| \cdot\left\|f_{Y_{r_{1, n}+2 i}}(y)\right\|_{1} \\
& \leq \frac{\delta}{2}+D_{\mathrm{TV}}\left(\mathbb{P}_{Y_{1, n}}, \mathbb{P}_{Y_{2, n}-\left(r_{1, n}-r_{2, n}\right) / 2}\right) \\
& \leq \frac{\delta}{2}+D_{\mathrm{TV}}\left(\mathbb{P}_{Y_{1, n}}, \mathbb{P}_{Y_{2, n}}\right)+D_{\mathrm{TV}}\left(\mathbb{P}_{Y_{2, n}}, \mathbb{P}_{Y_{2, n}-\left(r_{1, n}-r_{2, n}\right) / 2}\right) \tag{70}
\end{align*}
$$

where $Y_{1, n}, Y_{2, n}$ are Poisson random variables with means $s_{1, n} / 2, s_{2, n} / 2$, respectively. Lemma 5 and conditions (68), (67) imply that

$$
\begin{equation*}
D_{\mathrm{TV}}\left(\mathbb{P}_{Y_{2, n}}, \mathbb{P}_{Y_{2, n}-\left(r_{1, n}-r_{2, n}\right) / 2}\right) \leq \frac{\delta}{2} \tag{71}
\end{equation*}
$$

for all sufficiently large $n$. Using (Adell and Jodrá, 2006, Inequality 2.2),

$$
\begin{align*}
D_{\mathrm{TV}}\left(\mathbb{P}_{Y_{1, n}}, \mathbb{P}_{Y_{2, n}}\right) & \leq \sqrt{\frac{2}{e}}\left|\sqrt{\frac{s_{1, n}}{2}}-\sqrt{\frac{s_{2, n}}{2}}\right| \\
& =\frac{1}{\sqrt{e}} \frac{\left|s_{1, n}-s_{2, n}\right|}{\sqrt{s_{1, n}}+\sqrt{s_{2, n}}} \\
& \leq 1-2 \delta \tag{72}
\end{align*}
$$

for all sufficiently large $n$, where the last inequality follows from condition (68). Combining (70)-(72) we complete the proof.

## G. Proof of Theorem 2

Remark 2 (Interpretation of each condition). The conditions that do not appear in Proposition 2 are explained below. In view of the previous intuitive arguments, (23) is a regularity condition to guarantee that $G I C_{2}$ does not overfit too much, namely $d_{n}\left(\hat{\alpha}_{\mathrm{GIC}_{2}}\right)=d_{n}\left(\underline{\alpha}_{n}^{c}\right)+O_{p}(1)$ in parametric scenario. Conditions (22) and (24) ensure that (6) are sufficiently large penalties to eliminate all the remaining overfitting candidates. We note that (23) together with (24) gives a stronger version of condition 17). They are trivially satisfied for nested model classes, given that $E\left(e_{1}^{4+\delta}\right)<\infty$ for some constant $\delta>0$.

In the nonparametric scenario, (25) controls the divergence rate of $\lambda_{n}$ so that the optimal performance at the boundary $\hat{\alpha}_{\mathrm{GIC}_{2}}$ can be reached. The regularity of $\mathcal{R}_{n}(\cdot)$ serves to further ensure that $\lambda_{n}<\tilde{q} d_{n}\left(\hat{\alpha}_{\mathrm{GIC}_{2}}\right) / \log d_{n}\left(\hat{\alpha}_{\mathrm{GIC}_{2}}\right)$ for some constant $\tilde{q}<1$, which is used in the proof.

The regularity of $\mathcal{R}_{n}(\cdot)$ means that the optimal (sequence of) risks $\mathcal{R}_{n}\left(\alpha_{n}^{R}\right)$ can be approached by $\alpha_{n}$ only if the model dimension $d_{n}\left(\alpha_{n}\right)$ and one of $\left\{d_{n}(\alpha): \alpha \in \mathcal{A}_{n}^{R}\right\}$ are comparable. It is a mild assumption. Consider, for example, $\mathcal{A}_{n}=\left\{\alpha_{1}, \alpha_{2}, \ldots\right\}, \alpha_{d}=\{1, \ldots, d\}$ with algebraic decaying model approximation error: $\Delta_{n}\left(\alpha_{d}\right)=c d^{-\gamma}$. For this case, we have $d_{n}\left(\alpha_{n}^{R}\right) \sim n^{r} \quad(0<r<1)$. In view of Remark 1, suppose that in the parametric case, a fixed $d_{n}\left(\underline{\alpha}_{n}^{c}\right)$ and condition 10) are further assumed, then $\lambda_{n} \sim n^{\tau}$ with any $0<\tau<r$ suffices to meet all the conditions (16), (22), (25). In fact, the assumption of regular $\mathcal{R}_{n}(\cdot)$ is mostly for easy verification when $\mathcal{R}_{n}(\cdot)$ is known, and it is not essential. Instead, one may require $\lambda_{n} \leq q d_{n}\left(\hat{\alpha}_{\mathrm{GIC}_{2}}\right) / \log d_{n}\left(\hat{\alpha}_{\mathrm{GIC}_{2}}\right)$ directly. The condition $d_{n}\left(\alpha_{n}^{R}\right) \geq d_{0}$ for some constant $d_{0}>1$ is mild since $d_{n}\left(\alpha_{n}^{R}\right) \rightarrow \infty$ is common in nonparametric model classes (as we have discussed before). It is only to guarantee that (25) implies $\lambda_{n} \leq q d_{n}(\alpha) / \log d_{n}(\alpha)$ for all
$\alpha \in \mathcal{A}_{n}^{R}$.
We note that the divergence rates of $d_{n}$ and $\operatorname{card}\left(\mathcal{A}_{n}\right)$ are not explicitly required in Theorem 2 (or in Proposition 1 and 2). They implicitly play a role in conditions such as (16). Also, $\underline{\alpha}_{n}^{c}$ is not required to be bounded by a fixed constant.

## Proof of Theorem 2;

Throughout the proof, let $\hat{\alpha}_{n}$ denote the model selected by Bridge criterion.
$\mathcal{L}$-consistency and $\mathcal{R}$-consistency under $\mathcal{A}_{n}^{c} \neq \emptyset$
Step 1): We first prove that $d_{n}\left(\hat{\alpha}_{\mathrm{GIC}_{2}}\right)-d_{n}\left(\underline{\alpha}_{n}^{c}\right)$ is stochastically bounded. Identity (43), $\hat{\sigma}_{n}^{2} \rightarrow_{p} \sigma^{2}$, and conditions (9), (29) imply that

$$
\mathbb{P}\left\{\min _{\alpha \in \mathcal{A}_{n} \backslash \mathcal{A}_{n}^{c}} G_{n, 2}(\alpha)>G_{n, 2}\left(\underline{\alpha}_{n}^{c}\right)\right\} \rightarrow 1
$$

Thus, it suffices to prove that the dimension of $\arg \min _{\alpha \in \mathcal{A}_{n}^{c}} G_{n, 2}(\alpha)$ is $d_{n}\left(\underline{\alpha}_{n}^{c}\right)+O_{p}(1)$. For $\alpha \in \mathcal{A}_{n}^{c}$, from (43), the event $G_{n, 2}(\alpha)<G_{n, 2}\left(\underline{\alpha}_{n}^{c}\right)$ implies that

$$
2 \hat{\sigma}_{n}^{2}\left\{d_{n}(\alpha)-d_{n}\left(\underline{\alpha}_{n}^{c}\right)\right\}<\|\boldsymbol{e}\|_{P_{n}(\alpha)}^{2}-\|\boldsymbol{e}\|_{\mathbb{P}_{n}\left(\underline{\alpha}_{n}^{c}\right)}^{2},
$$

or by (8),

$$
\begin{equation*}
\frac{\|\boldsymbol{e}\|_{P_{n}(\alpha)-\mathbb{P}_{n}\left(\underline{\alpha}_{n}^{c}\right)}^{2}}{d_{n}(\alpha)-d_{n}\left(\underline{\alpha}_{n}^{c}\right)}-\sigma^{2}>2 \hat{\sigma}_{n}^{2}-\sigma^{2} \tag{73}
\end{equation*}
$$

For any fixed $\varepsilon \in(0,1)$, since $\hat{\sigma}_{n} \rightarrow_{p} \sigma^{2}$, there exists $n_{1} \in \mathbb{N}$ such that for all $n>n_{1}$,

$$
\begin{equation*}
\mathbb{P}\left\{2 \hat{\sigma}_{n}^{2}-\sigma^{2}>\frac{1}{2} \sigma^{2}\right\}>1-\frac{\varepsilon}{2} \tag{74}
\end{equation*}
$$

Similar to the proof of (41), we have

$$
\begin{equation*}
\mathbb{P}\left\{\frac{\|\boldsymbol{e}\|_{P_{n}(\alpha)-\mathbb{P}_{n}\left(\underline{\alpha}_{n}^{c}\right)}^{2}}{d_{n}(\alpha)-d_{n}\left(\underline{\alpha}_{n}^{c}\right)}-\sigma^{2}>\frac{\sigma^{2}}{2}\right\} \leq C\left(\frac{\sigma^{2}}{2}\right)^{-2 m_{3}}\left\{d_{n}(\alpha)-d_{n}\left(\underline{\alpha}_{n}^{c}\right)\right\}^{-m_{3}} \tag{75}
\end{equation*}
$$

Combining assumption (23) and inequality (75), there exists $n_{2}, k_{1} \in \mathbb{N}$ such that for all $n>n_{2}$,

$$
\begin{equation*}
P\left\{\max _{\alpha \in \mathcal{A}_{n}^{c}, d_{n}(\alpha)-d_{n}\left(\underline{\alpha}_{n}^{c}\right)>k_{1}} \frac{\|\boldsymbol{e}\|_{P_{n}(\alpha)-\mathbb{P}_{n}\left(\underline{\alpha}_{n}^{c}\right)}^{2}}{d_{n}(\alpha)-d_{n}\left(\underline{\alpha}_{n}^{c}\right)}-\sigma^{2}>\frac{\sigma^{2}}{2}\right\} \leq \frac{\varepsilon}{2} \tag{76}
\end{equation*}
$$

It follows from (74) and (76) that for all $n>\max \left\{n_{1}, n_{2}\right\}$,

$$
\begin{equation*}
P\left\{\max _{\alpha \in \mathcal{A}_{n}^{c}, d_{n}(\alpha)-d_{n}\left(\underline{\alpha}_{n}^{c}\right)>k_{1}} \frac{\|\boldsymbol{e}\|_{P_{n}(\alpha)-\mathbb{P}_{n}\left(\underline{\alpha}_{n}^{c}\right)}^{2}}{d_{n}(\alpha)-d_{n}\left(\underline{\alpha}_{n}^{c}\right)}-\sigma^{2}>2 \hat{\sigma}_{n}^{2}-\sigma^{2}\right\}<\varepsilon \tag{77}
\end{equation*}
$$

which further implies that

$$
\begin{equation*}
\bigcup_{\alpha \in \mathcal{A}_{n}^{c}, d_{n}(\alpha)-d_{n}\left(\underline{\underline{c}}_{n}^{c}\right)>k_{1}}\left\{G_{n, 2}(\alpha)<G_{n, 2}\left(\underline{\alpha}_{n}^{c}\right)\right\} \tag{78}
\end{equation*}
$$

holds with probability less than $\varepsilon$. Therefore, $d_{n}\left(\hat{\alpha}_{\mathrm{GIC}_{2}}\right)=d_{n}\left(\underline{\alpha}_{n}^{c}\right)+O_{p}(1)$.
Step 2): We prove that $\mathbb{P}\left\{\hat{\alpha}_{n}=\underline{\alpha}_{n}^{c}\right\} \rightarrow 1$. We first prove $\mathbb{P}\left\{\hat{\alpha}_{n} \in\right.$ $\left.\mathcal{A}_{n}^{c}\right\} \rightarrow 1$, which only requires the proof of

$$
\begin{equation*}
\mathbb{P}\left\{\min _{\alpha \in \mathcal{A}_{n} \backslash \mathcal{A}_{n}^{c}, p(\alpha) \leq d_{n}\left(\hat{\alpha}_{\mathrm{CIC}_{2}}\right)} B_{n, \lambda_{n}}(\alpha)>B_{n, \lambda_{n}}\left(\underline{\alpha}_{n}^{c}\right)\right\} \rightarrow 1 \tag{79}
\end{equation*}
$$

We then prove $\mathbb{P}\left\{\hat{\alpha}_{n}=\underline{\alpha}_{n}^{c}, \hat{\alpha}_{n} \in \mathcal{A}_{n}^{c}\right\} \rightarrow 1$. Comparing the definitions in (2) and (5), we can calculate from (36) that

$$
\begin{align*}
& B_{n, \lambda_{n}}(\alpha)= \\
& \left\{\begin{array}{lr}
\frac{\left\|\boldsymbol{e}_{n}\right\|^{2}}{n}+\frac{\lambda_{n} \hat{\sigma}_{n}^{2} H_{d_{n}(\alpha)}}{n}-\frac{\left\|\boldsymbol{e}_{n}\right\|_{P_{n}(\alpha)}^{2}}{n} & \text { if } \alpha \in \mathcal{A}_{n}^{c} \\
\frac{\left\|\boldsymbol{e}_{n}\right\|^{2}}{n}+\mathcal{L}_{n}(\alpha)+o_{p}\left\{\mathcal{L}_{n}(\alpha)\right\}+\frac{\lambda_{n} \hat{\sigma}_{n}^{2} H_{d_{n}(\alpha)}-2 \sigma^{2} d_{n}(\alpha)}{n} & \text { if } \alpha \in \mathcal{A}_{n} \backslash \mathcal{A}_{n}^{c}
\end{array}\right. \tag{80}
\end{align*}
$$

where the $o_{p}$ is taken uniformly in $\alpha \in \mathcal{A}_{n} \backslash \mathcal{A}_{n}^{c}$. Under identity (28) and $\hat{\sigma}_{n}^{2} \rightarrow_{p} \sigma^{2}$, it was proved in (Shao, 1997, eq.(6.1)) that $\left|\hat{\sigma}_{n}^{2}-\sigma^{2}\right| d_{n}(\alpha)=$ $o_{p}\left\{n \mathcal{L}_{n}(\alpha)\right\}$ uniformly in $\alpha \in \mathcal{A}_{n} \backslash \mathcal{A}_{n}^{c}$. Thus, the second part of identity (80) may be rewritten as

$$
\begin{equation*}
B_{n, \lambda_{n}}(\alpha)=\frac{\left\|\boldsymbol{e}_{n}\right\|^{2}}{n}+\mathcal{L}_{n}(\alpha)+o_{p}\left\{\mathcal{L}_{n}(\alpha)\right\}+\frac{\left\{\lambda_{n} H_{d_{n}(\alpha)}-2 d_{n}(\alpha)\right\} \hat{\sigma}_{n}^{2}}{n} \tag{81}
\end{equation*}
$$

if $\alpha \in \mathcal{A}_{n} \backslash \mathcal{A}_{n}^{c}$. From (80) and (81), for all $\alpha \in \mathcal{A}_{n} \backslash \mathcal{A}_{n}^{c}$,

$$
\begin{aligned}
B_{n, \lambda_{n}}(\alpha)-B_{n, \lambda_{n}}\left(\underline{\alpha}_{n}^{c}\right)= & \mathcal{L}_{n}(\alpha)+o_{p}\left\{\mathcal{L}_{n}(\alpha)\right\}-\frac{2 \sigma^{2} d_{n}(\alpha)}{n}+\frac{\left\|\boldsymbol{e}_{n}\right\|_{\mathbb{P}_{n}\left(\underline{\alpha}_{n}^{c}\right)}^{2}}{n} \\
& +\frac{\lambda_{n} \hat{\sigma}_{n}^{2}\left(H_{d_{n}(\alpha)}-H_{d_{n}\left(\underline{(\underline{\alpha}}_{n}^{c}\right)}\right)}{n}
\end{aligned}
$$

Thus, to prove 79 it suffices to prove that

$$
\begin{aligned}
& \mathbb{P}\left\{\min _{\alpha \in \mathcal{A}_{n} \backslash \mathcal{A}_{n}^{c}, p(\alpha) \leq d_{n}\left(\hat{\alpha}_{\left.\mathrm{ClI}_{2}\right)}\right.}\left(\mathcal{L}_{n}(\alpha)+o_{p}\left\{\mathcal{L}_{n}(\alpha)\right\}-\frac{2 \sigma^{2} d_{n}(\alpha)}{n}-\frac{\lambda_{n} \hat{\sigma}_{n}^{2} H_{d_{n}\left(\underline{\underline{\alpha}}_{n}^{c}\right)}}{n}\right)\right. \\
& \quad>0\} \rightarrow 1
\end{aligned}
$$

or the following stronger result

$$
\begin{align*}
& \mathbb{P}\left\{\bigcap_{\alpha \in \mathcal{A}_{n} \backslash \mathcal{A}_{n}^{c}, p(\alpha) \leq d_{n}\left(\hat{\alpha}_{\left.\mathrm{GIC}_{2}\right)}\right.}\left\{n \mathcal{L}_{n}(\alpha)\left\{1+o_{p}(1)\right\}>2 \sigma^{2} d_{n}(\alpha)+\lambda_{n} \hat{\sigma}_{n}^{2} d_{n}\left(\underline{\alpha}_{n}^{c}\right)\right\}\right\} \\
& \rightarrow 1 \tag{82}
\end{align*}
$$

In fact, from identity $d_{n}\left(\hat{\alpha}_{\mathrm{GIC}_{2}}\right)=d_{n}\left(\underline{\alpha}_{n}^{c}\right)+O_{p}(1)$ proved in step 1), $2 \sigma^{2} d_{n}(\alpha)$ is negligible compared with $\lambda_{n} \hat{\sigma}_{n}^{2} d_{n}\left(\underline{\alpha}_{n}^{c}\right)$. And thus 82) is further implied by conditions (16), 29), and $\hat{\sigma}_{n}^{2} \rightarrow_{p} \sigma^{2}$.

To prove $\mathbb{P}\left\{\hat{\alpha}_{n}=\underline{\alpha}_{n}^{c}, \hat{\alpha}_{n} \in \mathcal{A}_{n}^{c}\right\} \rightarrow 1$, it suffices to show that given any $\varepsilon>0, \mathbb{P}\left(d_{n}\left(\hat{\alpha}_{n}\right)>d_{n}\left(\underline{\alpha}_{n}^{c}\right), \hat{\alpha}_{n} \in \mathcal{A}_{n}^{c}\right)<\varepsilon$ for all sufficiently large $n$. From step 1) there exists a positive integer $k_{1}$ such that

$$
\begin{equation*}
\mathbb{P}\left\{d_{n}\left(\hat{\alpha}_{n}\right)-d_{n}\left(\underline{\alpha}_{n}^{c}\right) \geq k_{1}\right\}<\frac{\varepsilon}{2} . \tag{83}
\end{equation*}
$$

It remains to prove that $\mathbb{P}\left\{0<d_{n}\left(\hat{\alpha}_{n}\right)-d_{n}\left(\underline{\alpha}_{n}^{c}\right)<k_{1}, \hat{\alpha}_{n} \in \mathcal{A}_{n}^{c}\right)<\varepsilon / 2$ for all sufficiently large $n$. From (80),

$$
\begin{align*}
& \mathbb{P}\left\{\min _{\alpha \in \mathcal{A}_{n}^{c}, 0<d_{n}(\alpha)-d_{n}\left(\underline{\underline{\alpha}}_{n}^{c}\right)<k_{1}} B_{n, \lambda_{n}}(\alpha)<B_{n, \lambda_{n}}\left(\underline{\alpha}_{n}^{c}\right)\right\} \\
& \leq \mathbb{P}\left\{\bigcup_{\alpha \in \mathcal{A}_{n}^{c}, 0<d_{n}(\alpha)-d_{n}\left(\underline{\alpha}_{n}^{c}\right)<k_{1}}\left\{\lambda_{n} \hat{\sigma}_{n}^{2}\left(H_{d_{n}(\alpha)}-H_{d_{n}\left(\underline{\alpha}_{n}^{c}\right)}<\left\|\boldsymbol{e}_{n}\right\|_{P_{n}(\alpha)-\mathbb{P}_{n}\left(\underline{( }_{n}^{c}\right)}^{2}\right\}\right\}\right. \\
& \leq \mathbb{P}\left\{\frac{\lambda_{n} \hat{\sigma}_{n}^{2}}{d_{n}\left(\underline{\alpha}_{n}^{c}\right)+1}<\max _{\alpha \in \mathcal{A}_{n}^{c}, 0<d_{n}(\alpha)-d_{n}\left(\underline{(\underline{\alpha}}_{n}^{c}\right)<k_{1}}\left\|\boldsymbol{e}_{n}\right\|_{P_{n}(\alpha)-\mathbb{P}_{n}\left(\underline{\alpha}_{n}^{c}\right)}^{2}\right\} . \tag{84}
\end{align*}
$$

Conditions (24), (with $m_{2}$ replaced by $m_{3}$ ), and Markov's inequality imply

$$
\begin{equation*}
\max _{\alpha \in \mathcal{A}_{n}^{c}, 0<d_{n}(\alpha)-d_{n}\left(\underline{\alpha}_{n}^{c}\right)<k_{1}} \frac{\left\|\boldsymbol{e}_{n}\right\|_{P_{n}(\alpha)-\mathbb{P}_{n}\left(\underline{\alpha}_{n}^{c}\right)}^{2}}{\left\{d_{n}(\alpha)-d_{n}\left(\underline{\alpha}_{n}^{c}\right)\right\} \hat{\sigma}_{n}^{2}}=O_{p}(1) . \tag{85}
\end{equation*}
$$

Combining (22) and (85), the value in (84) is less than $\varepsilon / 2$ for all sufficiently large $n$. It then follows that $\mathbb{P}\left\{0<d_{n}\left(\hat{\alpha}_{n}\right)-d_{n}\left(\underline{\alpha}_{n}^{c}\right)<k_{1}\right)<\varepsilon / 2$ for all sufficiently large $n$.

Asymptotic loss and risk efficiency under $\mathcal{A}_{n}^{c}=\emptyset$
Given Proposition 2 and the assumptions of Theorem 2, $\mathrm{GIC}_{2}$ is asymptotically risk efficient. Furthermore, the regularity of $\mathcal{R}_{n}(\cdot)$ implies that (see Durrett, 2010, Theorem 2.3.2)

$$
\begin{equation*}
\max _{\alpha \in \mathcal{A}_{n}^{R}}\left|\frac{d_{n}\left(\hat{\alpha}_{\mathrm{GIC}_{2}}\right)}{d_{n}(\alpha)}-1\right| \rightarrow_{p} 0 . \tag{86}
\end{equation*}
$$

From (81), for all $\alpha \in \mathcal{A}_{n} \backslash \mathcal{A}_{n}^{c}=\mathcal{A}_{n}$,

$$
\begin{align*}
& B_{n, \lambda_{n}}(\alpha)-B_{n, \lambda_{n}}\left(\hat{\alpha}_{\mathrm{GIC}_{2}}\right) \\
& =\mathcal{L}_{n}(\alpha)\left\{1+o_{p}(1)\right\}-\mathcal{L}_{n}\left(\hat{\alpha}_{\mathrm{GIC}_{2}}\right)\left\{1+o_{p}(1)\right\}+\frac{\hat{\sigma}_{n}^{2}}{n} J_{n}(\alpha) \tag{87}
\end{align*}
$$

where $J_{n}(\alpha) \triangleq \lambda_{n}\left\{H_{d_{n}(\alpha)}-H_{d_{n}\left(\hat{\alpha}_{\mathrm{CIC}_{2}}\right)}\right\}-2\left\{d_{n}(\alpha)-d_{n}\left(\hat{\alpha}_{\mathrm{GIC}_{2}}\right)\right\}$. Next, we prove that

$$
\begin{equation*}
\mathbb{P}\left\{\min _{\alpha \in \mathcal{A}_{n} \backslash \mathcal{A}_{n}^{c}, d_{n}(\alpha)<d_{n}\left(\hat{\alpha}_{\mathrm{GIC}_{2}}\right)} J_{n}(\alpha)>0\right\} \rightarrow 1 \tag{88}
\end{equation*}
$$

In fact, it can be verified that the function

$$
\begin{equation*}
g(d) \triangleq-\lambda_{n} \sum_{j=d+1}^{d_{n}\left(\hat{\alpha}_{\mathrm{CIC}_{2}}\right)} \frac{1}{j}-2\left\{d-d_{n}\left(\hat{\alpha}_{\mathrm{GIC}_{2}}\right)\right\} \tag{89}
\end{equation*}
$$

for a given $d_{n}\left(\hat{\alpha}_{\mathrm{GIC}_{2}}\right)$ achieves its minimum over $d=1, \ldots, d_{n}\left(\hat{\alpha}_{\mathrm{GIC}_{2}}\right)$ at either $d=1$ or $d=d_{n}\left(\hat{\alpha}_{\mathrm{GIC}_{2}}\right)-1$. Using conditions 25), 86), and the
inequality $H_{j}<\log j+1(\forall j \in \mathbb{N})$, we can easily calculate that

$$
\begin{align*}
& g(1)>-\lambda_{n} \log d_{n}\left(\hat{\alpha}_{\mathrm{GIC}_{2}}\right)+2\left\{d_{n}\left(\hat{\alpha}_{\mathrm{GIC}_{2}}\right)-1\right\} \\
& \quad=2 d_{n}\left(\hat{\alpha}_{\mathrm{GIC}_{2}}\right)\left\{1+o_{p}(1)\right\}\left[\frac{d_{n}\left(\alpha_{n}^{R}\right)-1}{d_{n}\left(\alpha_{n}^{R}\right)}\left\{1+o_{p}(1)\right\}-\frac{q}{2}\right]>0  \tag{90}\\
& g\left(d_{n}\left(\hat{\alpha}_{\mathrm{GIC}_{2}}\right)-1\right)=-\frac{\lambda_{n}}{d_{n}\left(\hat{\alpha}_{\mathrm{GIC}_{2}}\right)}+2>0 \tag{91}
\end{align*}
$$

with probability approaching one as $n \rightarrow \infty$. We thus proved (88) from (90) and (91).

From the definition of of $\hat{\alpha}_{n}, B_{n, \lambda_{n}}\left(\hat{\alpha}_{n}\right)-B_{n, \lambda_{n}}\left(\hat{\alpha}_{\mathrm{GIC}_{2}}\right) \leq 0$. It then follows from (87) and (88) that

$$
\begin{equation*}
\mathbb{P}\left\{\mathcal{L}_{n}\left(\hat{\alpha}_{n}\right)\left\{1+o_{p}(1)\right\}-\mathcal{L}_{n}\left(\hat{\alpha}_{\mathrm{GIC}_{2}}\right)\left\{1+o_{p}(1)\right\} \leq 0\right\} \rightarrow 1 \tag{92}
\end{equation*}
$$

Dividing both sides of 92 by $\mathcal{L}_{n}\left(\hat{\alpha}_{\mathrm{GIC}_{2}}\right)$, we obtain that for any fixed $\varepsilon>0$,

$$
\begin{equation*}
\mathbb{P}\left\{\frac{\mathcal{L}_{n}\left(\hat{\alpha}_{n}\right)}{\mathcal{L}_{n}\left(\hat{\alpha}_{\mathrm{GIC}_{2}}\right)}<1+\varepsilon\right\} \rightarrow 1 \tag{93}
\end{equation*}
$$

Combining (93) with $\mathcal{L}_{n}\left(\hat{\alpha}_{\mathrm{GIC}_{2}}\right) / \mathcal{L}_{n}\left(\alpha_{n}^{L}\right) \rightarrow_{p} 1$, we obtain for any fixed $\varepsilon>0$ that

$$
\begin{equation*}
\mathbb{P}\left\{\frac{\mathcal{L}_{n}\left(\hat{\alpha}_{n}\right)}{\mathcal{L}_{n}\left(\alpha_{n}^{L}\right)}<1+\varepsilon\right\} \rightarrow 1 \tag{94}
\end{equation*}
$$

On the other hand, by the definition of $\alpha_{n}^{L}, \mathcal{L}_{n}\left(\hat{\alpha}_{n}\right) \geq \mathcal{L}_{n}\left(\alpha_{n}^{L}\right)$. Thus, we have proved the asymptotic loss efficiency of $\hat{\alpha}_{n}$. The asymptotic risk efficiency directly follows from (29).

## H. Proof of Proposition 3

In the parametric scenario, the consistency of BC and $\mathrm{GIC}_{\lambda_{n}}$ indicates that $\mathrm{PI}_{n} \rightarrow_{p}$ 1. In the nonparametric scenario, we obtain from the regularity of $\mathcal{R}_{n}(\cdot)$, the definition of $\alpha_{n}^{R}$, and the efficiency of $\hat{\alpha}_{\mathrm{GIC}_{2}}, \hat{\alpha}_{\mathrm{BC}}$ that
$d_{n}\left(\hat{\alpha}_{\mathrm{GIC}_{2}}\right) / d_{n}\left(\alpha_{n}^{R}\right), d_{n}\left(\hat{\alpha}_{\mathrm{BC}}\right) / d_{n}\left(\alpha_{n}^{R}\right) \rightarrow_{p} 1$, which further implies

$$
d_{n}\left(\hat{\alpha}_{\mathrm{BC}}\right) / d_{n}\left(\hat{\alpha}_{\mathrm{GIC}_{2}}\right) \rightarrow_{p} 1
$$

We shall also prove that

$$
\begin{equation*}
\mathbb{P}\left\{\frac{d_{n}\left(\hat{\alpha}_{\mathrm{GIC}_{\lambda_{n}}}\right)}{d_{n}\left(\hat{\alpha}_{\mathrm{GIC}_{2}}\right)}<c_{2}\right\} \rightarrow 1 \tag{95}
\end{equation*}
$$

as $n \rightarrow \infty$. Then, with probability tending to one, we have

$$
\mathrm{PI}_{n} \leq \frac{\left|d_{n}\left(\hat{\alpha}_{\mathrm{BC}}\right)-d_{n}\left(\hat{\alpha}_{\mathrm{GIC}_{2}}\right)\right|}{\left|d_{n}\left(\hat{\alpha}_{\mathrm{GIC}_{\lambda_{n}}}\right)-d_{n}\left(\hat{\alpha}_{\mathrm{GIC}_{2}}\right)\right|}=\frac{\left|d_{n}\left(\hat{\alpha}_{\mathrm{BC}}\right) / d_{n}\left(\hat{\alpha}_{\mathrm{GIC}_{2}}\right)-1\right|}{\left.\mid d_{n}\left(\hat{\alpha}_{\mathrm{GIC}_{\lambda_{n}}}\right) / d_{n}\left(\hat{\alpha}_{\mathrm{GIC}_{2}}\right)-1\right) \mid} \rightarrow_{p} 0
$$

which concludes the proof.
To prove (95), we rewrite $G_{n, \lambda_{n}}(\alpha)\left(\right.$ for $\left.\alpha \in \mathcal{A}_{n}\right)$ in (36) as

$$
\begin{align*}
G_{n, \lambda_{n}}(\alpha)= & \frac{\left\|\boldsymbol{e}_{n}\right\|^{2}}{n}+\mathcal{L}_{n}(\alpha)+o_{p}\left\{\mathcal{L}_{n}(\alpha)\right\}+\frac{\left(\lambda_{n}-2\right) \sigma^{2} d_{n}(\alpha)}{n} \\
& +\frac{\lambda_{n}\left(\hat{\sigma}_{n}^{2}-\sigma^{2}\right) d_{n}(\alpha)}{n} \tag{96}
\end{align*}
$$

By the assumption $\hat{\sigma}_{n}^{2} \rightarrow_{p} \sigma^{2}$ and the first inequality in (26), we have $\lambda_{n}\left(\hat{\sigma}_{n}^{2}-\sigma^{2}\right) d_{n}(\alpha) / n=o_{p}\left(\mathcal{R}_{n}(\alpha)\right)$ uniformly in $\alpha \in \mathcal{A}_{n}$. From 29), we may rewrite (96) as

$$
\begin{aligned}
G_{n, \lambda_{n}}(\alpha) & =\frac{\left\|\boldsymbol{e}_{n}\right\|^{2}}{n}+\left\{1+o_{p}(1)\right\} \mathcal{R}_{n}(\alpha)+\left(\lambda_{n}-2\right) \sigma^{2} d_{n}(\alpha) / n \\
& =C+\left\{1+o_{p}(1)\right\} \mathcal{R}_{n}^{*}(\alpha)
\end{aligned}
$$

where $C=\left\|\boldsymbol{e}_{n}\right\|^{2} / n$ does not depend on $\alpha$. By the definition of $\hat{\alpha}_{\mathrm{GIC}_{\lambda_{n}}}, \alpha_{n}^{*}$, it follows that

$$
\frac{\mathcal{R}_{n}^{*}\left(\hat{\alpha}_{\mathrm{GIC}_{\lambda_{n}}}\right)}{\mathcal{R}_{n}^{*}\left(\alpha_{n}^{*}\right)} \rightarrow_{p} 1
$$

and further from the regularity of $\mathcal{R}_{n}^{*}(\cdot), d_{n}\left(\hat{\alpha}_{\mathrm{GIC}_{\lambda_{n}}}\right) / d_{n}\left(\alpha_{n}^{*}\right) \rightarrow_{p} 1$. Therefore, we obtain

$$
\frac{d_{n}\left(\hat{\alpha}_{\mathrm{GIC}_{\lambda_{n}}}\right)}{d_{n}\left(\hat{\alpha}_{\mathrm{GIC}_{2}}\right)}=\frac{d_{n}\left(\hat{\alpha}_{\mathrm{GIC}_{\lambda_{n}}}\right)}{d_{n}\left(\alpha_{n}^{*}\right)} \frac{d_{n}\left(\alpha_{n}^{*}\right)}{d_{n}\left(\alpha_{n}^{R}\right)} \frac{d_{n}\left(\alpha_{n}^{R}\right)}{d_{n}\left(\hat{\alpha}_{\mathrm{GIC}_{2}}\right)}=\left\{1+o_{p}(1)\right\} \frac{d_{n}\left(\alpha_{n}^{*}\right)}{d_{n}\left(\alpha_{n}^{R}\right)}<c_{2}
$$

with probability tending to one as $n \rightarrow \infty$.

## I. Another definition of PI

Another definition of PI was given by Liu and Yang (2011). It is defined by

$$
\mathrm{PI}_{n}^{(2)}=\min _{\alpha \in \Lambda\left(\hat{\alpha}_{n}\right)} \frac{S_{n}(\alpha)+d_{n}(\alpha) \hat{\sigma}_{n}^{2} \log n-n \hat{\sigma}_{n}^{2}}{S_{n}\left(\hat{\alpha}_{n}\right)+d_{n}\left(\hat{\alpha}_{n}\right) \hat{\sigma}_{n}^{2} \log n-n \hat{\sigma}_{n}^{2}}
$$

if $d_{n}\left(\hat{\alpha}_{n}\right)>1$, and $\operatorname{PI}_{n}^{(2)}=n$ otherwise, where $\hat{\alpha}_{n}$ is selected by some consistent procedure (in the sense that it is consistent in the parametric scenario), and $\Lambda(\alpha)$ is the set of sub-models of $\alpha$ with dimension $d_{n}(\alpha)-$ 1. It is assumed in (Liu and Yang, 2011) that $\Lambda(\alpha)$ is nonempty for any $\alpha$ with dimension greater than one. In our simulation, we relax the definition to be the set of sub-models whose dimension is the closest (but not equal) to $d_{n}(\alpha)$.

The intuition is that a data-generating model should be very different (in terms of goodness of fit) from any sub-model, while for a mis-specified model class, the selected model varies slightly when few variables are dropped. Liu and Yang (2011) showed that $\mathrm{PI}_{n}^{(2)}$ converges in probability to $\infty$ and 1 in parametric and nonparametric scenarios, respectively. Our $\mathrm{PI}_{n}$ is defined based on fundamentally different motivations, and validated under different assumptions. In Section B, we shall show that both $\mathrm{PI}_{n}$ and $\mathrm{PI}_{n}^{(2)}$ work as expected in various experiments.

## J. Proof of Theorem 3

We consider the (typical) case where $\hat{\alpha}_{B C}$ is not equal to $\bar{\alpha}_{n}=\left\{1, \ldots, d_{n}\right\}$. Similar proof can be applied to the case where $\hat{\alpha}_{B C}=\bar{\alpha}_{n}$ and $\mathcal{A}_{n}$ is expanded during the simulated validation. For notational convenience, "stage 1 " refers to the estimation and selection procedure on the original data (i.e. with mean function $\boldsymbol{f}_{n}$ ), and "stage 2 " refers to the counterpart during simulated validation (i.e. with mean function $\tilde{\boldsymbol{f}}_{n}$ ).

We first prove for the parametric scenario. By Theorem $2, \mathbb{P}\left(\hat{\alpha}_{B C}=\right.$ $\left.\underline{\alpha}_{n}^{c}\right) \rightarrow 1$. We only need to verify that with $\hat{\alpha}_{B C}=\underline{\alpha}_{n}^{c}$, the conditions in Case 1 of Theorem 2 still hold at stage 2 with probability going to one. It is easy to verify that conditions (82, (22)-(24), and the estimated variance $\hat{\sigma}_{s}^{2} \rightarrow_{p} \sigma^{2}$ hold at stage 2. Also, condition (9) would be implied by the combination of (16) and (22). Thus, it remains to prove that (13) and (16) hold with probability going to one at stage 2 .

Let $\tilde{\mathcal{R}}_{n}(\cdot)$ denote the risk function at stage 2. Recall from 12 that $\mathcal{R}(\alpha)$ and $\tilde{\mathcal{R}}_{n}(\alpha)$ may be written as

$$
\begin{aligned}
& n \mathcal{R}(\alpha)=n \Delta_{n}(\alpha)+\sigma^{2} d_{n}(\alpha) \\
& n \tilde{\mathcal{R}}(\alpha)=n \tilde{\Delta}_{n}(\alpha)+\sigma^{2} d_{n}(\alpha)
\end{aligned}
$$

By a similar argument used to derive (42),

$$
\left\|\boldsymbol{f}_{n}-\tilde{\boldsymbol{f}}_{n}\right\|^{2}=\left\|P_{n}\left(\underline{\alpha}_{n}^{c}\right) \tilde{\varepsilon}_{n}\right\|^{2}=O_{p}\left(d_{n}\left(\underline{\alpha}_{n}^{c}\right)\right)
$$

The difference between $\tilde{\Delta}_{n}(\alpha)$ and $\Delta_{n}(\alpha)$ can be uniformly bounded by

$$
\begin{align*}
\max _{\alpha \in \mathcal{A}_{n}}\left|\sqrt{n \tilde{\Delta}_{n}(\alpha)}-\sqrt{n \Delta_{n}(\alpha)}\right| & =\max _{\alpha \in \mathcal{A}_{n}}\left|\left\|P_{n}(\alpha)^{\perp} \tilde{\boldsymbol{f}}_{n}\right\|-\left\|P_{n}(\alpha)^{\perp} \boldsymbol{f}_{n}\right\|\right| \\
& \leq \max _{\alpha \in \mathcal{A}_{n}}\left\|P_{n}(\alpha)^{\perp}\left(\tilde{\boldsymbol{f}}_{n}-\boldsymbol{f}_{n}\right)\right\| \\
& \leq\left\|\tilde{\boldsymbol{f}}_{n}-\boldsymbol{f}_{n}\right\| \\
& =O_{p}\left(\sqrt{d_{n}\left(\underline{\alpha}_{n}^{c}\right)}\right) \tag{97}
\end{align*}
$$

Therefore, we have

$$
\begin{align*}
\max _{\alpha \in \mathcal{A}_{n} \backslash \mathcal{A}_{n}^{c}}|\tilde{\mathcal{R}}(\alpha)-\mathcal{R}(\alpha)| & =\max _{\alpha \in \mathcal{A}_{n} \backslash \mathcal{A}_{n}^{c}}\left|n \tilde{\Delta}_{n}(\alpha)-n \Delta_{n}(\alpha)\right| \\
& \leq O_{p}\left(\sqrt{d_{n}\left(\underline{\alpha}_{n}^{c}\right)}\right) \max _{\alpha \in \mathcal{A}_{n}}\left(\sqrt{n \tilde{\Delta}_{n}(\alpha)}+\sqrt{n \Delta_{n}(\alpha)}\right) \\
& \leq O_{p}\left(\sqrt{d_{n}\left(\underline{\alpha}_{n}^{c}\right)}\right)\left(O_{p}\left(\sqrt{d_{n}\left(\underline{\alpha}_{n}^{c}\right)}\right)+2 \sqrt{n \Delta_{n}(\alpha)}\right) \\
& <O_{p}\left(\sqrt{d_{n}\left(\underline{\alpha}_{n}^{c}\right)}\right)\left(O_{p}\left(\sqrt{d_{n}\left(\underline{\alpha}_{n}^{c}\right)}\right)+2 \sqrt{\mathcal{R}(\alpha)}\right) \\
& =o_{p}(1) \mathcal{R}(\alpha) \tag{98}
\end{align*}
$$

with probability going to one as $n \rightarrow \infty$, where 98 is due to condition (9) at stage 1. It follows from (98) that conditions (13) and (16) hold with probability going to one at stage 2 .

We then prove for the nonparametric scenario. Suppose that $\hat{\alpha}_{B C}$ is nested under a larger model $\alpha^{\prime}$ with dimension $d_{n}\left(\hat{\alpha}_{\mathrm{BC}}\right)+1$. Let $\hat{\alpha}_{\mathrm{GIC}_{2}, s}$ denote the model selected by AIC in stage 2 . We rewrite $\mathbb{P}\left(\hat{\alpha}_{\mathrm{BC}, \mathrm{s}}=\hat{\alpha}_{\mathrm{BC}}\right)$ as

$$
\begin{align*}
& \mathbb{P}\left(\hat{\alpha}_{\mathrm{BC}, s}=\hat{\alpha}_{\mathrm{BC}}\right)=p_{1}+p_{2}+p_{3},  \tag{99}\\
& p_{1}=\mathbb{P}\left(\hat{\alpha}_{\mathrm{GIC}_{2}, s}>\hat{\alpha}_{\mathrm{BC}}, \hat{\alpha}_{\mathrm{BC}, s}=\hat{\alpha}_{\mathrm{BC}}\right), \\
& p_{2}=\mathbb{P}\left(\hat{\alpha}_{\mathrm{GIC}_{2}, s}=\hat{\alpha}_{\mathrm{BC}}, \hat{\alpha}_{\mathrm{BC}, s}=\hat{\alpha}_{\mathrm{BC}}\right), \\
& p_{3}=\mathbb{P}\left(\hat{\alpha}_{\mathrm{GIC}_{2}, s}<\hat{\alpha}_{\mathrm{BC}}, \hat{\alpha}_{\mathrm{BC}, s}=\hat{\alpha}_{\mathrm{BC}}\right) .
\end{align*}
$$

By the rule of BC in (5), $p_{3}=0$. Next we bound $p_{1}$ and $p_{2}$.
The event $\hat{\alpha}_{\mathrm{GIC}_{2}, s}>\hat{\alpha}_{\mathrm{BC}}, \hat{\alpha}_{\mathrm{BC}, s}=\hat{\alpha}_{\mathrm{BC}}$ implies that BC favors $\hat{\alpha}_{\mathrm{BC}}$ over $\alpha^{\prime}$, namely

$$
\tilde{S}_{n}\left(\hat{\alpha}_{\mathrm{BC}}\right)-\tilde{S}_{n}\left(\alpha^{\prime}\right)<\frac{\lambda_{n} \hat{\sigma}_{s}^{2}}{d_{n}\left(\hat{\alpha}_{\mathrm{BC}}\right)+1}
$$

by the definition in (5). Here, $\tilde{S}(\alpha) \triangleq\left\|\tilde{\boldsymbol{y}}_{n}-\hat{\boldsymbol{f}}_{n, s}(\alpha)\right\|^{2}$, and $\hat{\boldsymbol{f}}_{n, s}$ is the least square estimates of $\tilde{\boldsymbol{f}}_{n}$. As a result,

$$
p_{1} \leq \mathbb{P}\left(\hat{\alpha}_{\mathrm{GIC}_{2}, s}>\hat{\alpha}_{\mathrm{BC}}, E_{1}\right)
$$

where $E_{1}$ denotes the event

$$
\begin{equation*}
\frac{\tilde{S}_{n}\left(\hat{\alpha}_{\mathrm{BC}, s}\right)-\tilde{S}_{n}\left(\alpha^{\prime}\right)}{\sigma^{2}}<\frac{\lambda_{n} \hat{\sigma}_{s}^{2}}{\sigma^{2}\left\{d_{n}\left(\hat{\alpha}_{\mathrm{BC}}\right)+1\right\}} \tag{100}
\end{equation*}
$$

The left hand term in 100 may be rewritten as

$$
\begin{equation*}
C \triangleq \sigma^{-2}\left\|\boldsymbol{e}_{s}\right\|_{P_{n}\left(\alpha^{\prime}\right)-P_{n}\left(\hat{\alpha}_{\mathrm{Bc}}\right)}^{2} \tag{101}
\end{equation*}
$$

which follows chi square distribution with one degree of freedom $\left(\chi_{1}^{2}\right)$ since $e_{s}$ is Gaussian in the simulated validation. The second hand term in 100 is

$$
\frac{\hat{\sigma}_{s}^{2}}{\sigma^{2}} \frac{\lambda_{n}}{d_{n}\left(\alpha_{n}^{R}\right)} \frac{d_{n}\left(\alpha_{n}^{R}\right)}{d_{n}\left(\hat{\alpha}_{\mathrm{BC}}\right)+1}
$$

which, by applying $\hat{\sigma}_{s}^{2} \rightarrow_{p} \sigma^{2}$, condition 25 and $d_{n}\left(\hat{\alpha}_{\mathrm{BC}}\right) / d_{n}\left(\alpha_{n}^{R}\right) \rightarrow_{p} 1$, is asymptotically less than 2 . Therefore, we have

$$
\begin{equation*}
p_{1} \leq \mathbb{P}\left(\hat{\alpha}_{\mathrm{GIC}_{2}, s}>\hat{\alpha}_{\mathrm{BC}}, C<3\right) \tag{102}
\end{equation*}
$$

Likewise, the event $\hat{\alpha}_{\mathrm{GIC}_{2}, s}=\hat{\alpha}_{\mathrm{BC}}, \hat{\alpha}_{\mathrm{BC}, s}=\hat{\alpha}_{\mathrm{BC}}$ implies that

$$
\tilde{S}_{n}\left(\hat{\alpha}_{\mathrm{BC}}\right)-\tilde{S}_{n}\left(\alpha^{\prime}\right)<2 \hat{\sigma}_{s}^{2}
$$

by the definition in (2). This implies that

$$
\begin{equation*}
p_{2} \leq \mathbb{P}\left(\hat{\alpha}_{\mathrm{GIC}_{2}, s}=\hat{\alpha}_{\mathrm{BC}}\right) \leq \mathbb{P}\left(\hat{\alpha}_{\mathrm{GIC}_{2}, s}=\hat{\alpha}_{\mathrm{BC}}, C<\frac{2 \hat{\sigma}_{s}^{2}}{\sigma^{2}}<3\right) \tag{103}
\end{equation*}
$$

with probability close to one for large $n$. Combining (99), (102) and (103), we obtain $\mathbb{P}\left(\hat{\alpha}_{\mathrm{BC}, s}=\hat{\alpha}_{\mathrm{BC}}\right) \leq \mathbb{P}(C<3)$ where $C$ is a $\chi_{1}^{2}$ random variable. This concludes the proof.

## K. Theoretical analysis of BC-VO

We introduce some helpful notation for the theoretical results. Let $X_{1}, X_{2}$ denote the design matrices corresponding to the two disjoint datasets $\mathcal{D}_{1}, \mathcal{D}_{2}$, respectively. Let $X_{1}\left(\underline{\alpha}_{n}^{c}\right), X_{1}\left(-\underline{\alpha}_{n}^{c}\right)$ denote the submatrices of $X_{1}$ consisting of columns in $\underline{\alpha}_{n}^{c},\left\{1, \ldots, d_{n}\right\}-\underline{\alpha}_{n}^{c}$, respectively. Let $X_{1}(k)$ denote the $k$ th column of $X_{1}$. For a matrix $M \in \mathbb{R}^{u \times v}$ Let $\|M\|_{\infty}=$ $\max _{1 \leq i \leq u} \sum_{1 \leq j \leq v}\left|M_{i j}\right|$. We standardize the data in $\mathcal{D}_{1 a}$ such that

$$
n^{-1 / 2} \max _{j \in\left\{1, \ldots, d_{n}\right\} \backslash \underline{\underline{\alpha}}_{n}^{c}}\left\|X_{1}(j)\right\| \leq 1
$$

Similar standardization is applied to $\mathcal{D}_{\text {te }}$.

## K.1. ARM weighting scheme

As a default option in 'bc' package, we use the following ARM weighting procedure.

- Randomly split $\mathcal{D}_{1 b}$ into a training set $\mathcal{D}_{\text {tr }}$ and a testing set $\mathcal{D}_{\text {te }}$;
- For each model $\alpha \in \hat{\mathcal{A}}_{n}$, we use the least squares method on $\mathcal{D}_{\text {tr }}$ to obtain an estimated coefficients $\hat{\boldsymbol{\beta}}_{\alpha}$ (and the corresponding regression function $\left.\hat{f}_{\alpha}(\cdot)\right)$ and noise variance $\hat{\sigma}^{2}$;
- For each model $\alpha \in \hat{\mathcal{A}}_{n}$, compute the (unnormalized) weight

$$
\begin{align*}
w_{\alpha} & =e^{-C_{\alpha}} \prod_{i \in \mathcal{D}_{\mathrm{te}}} N\left(y_{i} ; \hat{f}_{\alpha}\left(\boldsymbol{x}_{i}\right), \hat{\sigma}^{2}\right), \text { where }  \tag{104}\\
C_{\alpha} & =d_{n}(\alpha) \log \left(1+\frac{d_{n}}{d_{n}(\alpha)}\right)+2 \log \left(d_{n}(\alpha)+2\right)
\end{align*}
$$

and $N\left(y ; \mu, \sigma^{2}\right)$ denotes the density of Gaussian distribution with mean $\mu$ and variance $\sigma^{2}$ evaluated at $y$.

Note that $\mathcal{D}_{1 b}$ is used for parameter estimation by each model and $\mathcal{D}_{1 a}$ is used to assess the prediction performance and then the weights are
assigned accordingly. Compared with the original ARM by Yang (2001), the model-specific variance $\hat{\sigma}_{\alpha}^{2}$ in 104 is replaced with $\hat{\sigma}^{2}$ that can be estimated using all the variables in $\hat{\mathcal{A}}_{n}$. This is mainly for technical convenience, and has little effect on empirical performance from our experimental studies.

## K.2. Accuracy of variable ordering

Proposition 5 below implies that the first $s$ variables in variable ordering exactly match all the significant variables. It further implies that $\underline{\alpha}_{n}^{c} \in$ $\mathcal{A}_{n}$.

Proposition 5. For the variable importance $u_{k}$ 's produced by step (d), $\underline{\alpha}^{c} \in \hat{\mathcal{A}}_{n}$ implies that

$$
\min _{k \in \underline{\alpha}^{c}} u_{k}>\max _{j \notin \underline{\alpha}^{c}} u_{j}
$$

with probability going to one as $n \rightarrow \infty$, given that the following conditions hold.

1. In step (b), the number of subsets from each penalized method is restricted to be no more than $c_{0} / 3$, and $\max _{\alpha \in \hat{\mathcal{A}}_{n}} d(\alpha) \leq c_{0}$ for some constant $c_{0}>3 s$ that does not depend on $n$.
2. In step (c), $\mathcal{D}_{1 b} \cap \mathcal{D}_{1 a}=\emptyset$, and $\operatorname{card}\left(\mathcal{D}_{t e}\right) / \operatorname{card}\left(\mathcal{D}_{t r}\right) \rightarrow 0, \operatorname{card}\left(\mathcal{D}_{t e}\right) \rightarrow$ $\infty$ as $n \rightarrow \infty$ in the ARM weighting scheme.
3. There exists a constant $\delta_{c_{0}}$ such that $\left\|X_{t r} \boldsymbol{\beta}\right\| \geq \delta_{c_{0}}\|\boldsymbol{\beta}\|^{2}$ for every $\boldsymbol{\beta} \in \mathbb{R}^{p}$ with at most $c_{0}$ nonzeros.

Condition 1 is only for technical convenience. For LASSO, it has been proved under some conditions that the solution paths are piecewise linear and nested (Efron et al., 2004; Rosset and Zhu, 2007; Tibshirani et al., 2013). It is easy to control the number of selected variables (and thus the number of candidates) through the regularization parameter.

For SCAD and MCP, it seems not clear whether the produced solution paths are nested up to the authors' knowledge. In practice, we found through numerical experiments that the above lemma generally holds with $c_{0}=3 \sqrt{n_{1 a}}$ for a broad class of Gaussian ensembles. And this is the default parameter in 'bc' package. Condition 2 is specific to the weighting scheme. The intuition is that training size needs to be sufficiently large so that the weight of the smallest correct model $\underline{\alpha}_{n}^{c}$ is not negligible compared with larger models that nest it. Condition 3 is to guarantee that the least squares method is applicable and the model $\underline{\alpha}^{c}$ has a nonnegligible weight. This condition can be implied by, e.g., the existence of $c_{0}$-restricted isometry property (Candes and Tao, 2005).

## Proof of Proposition 5:

For brevity, let $n_{\text {tr }}=\operatorname{card}\left(\mathcal{D}_{\text {tr }}\right), n_{\text {te }}=\operatorname{card}\left(\mathcal{D}_{\text {te }}\right)$. For any $\alpha \in \hat{\mathcal{A}}_{n} \cap \mathcal{A}_{n}^{c}$, Condition 3 implies that $\underline{\alpha}^{c} \subseteq \alpha$. Therefore, by definition of $u_{k}$ 's in step (d) it remains to prove

$$
\begin{equation*}
\max _{\alpha \in \hat{\mathcal{A}}_{n} \backslash \mathcal{A}_{n}^{c}} \frac{w_{\alpha}}{w_{\underline{\alpha}^{c}}} \rightarrow_{p} 0, \quad \max _{\alpha \in \hat{\mathcal{A}}_{n} \cap \mathcal{A}_{n}^{c}} \frac{w_{\alpha}}{w_{\underline{\alpha}^{c}}}<c, \tag{105}
\end{equation*}
$$

for some fixed constant $c$ with probability going to one, as $n \rightarrow \infty$. The $w_{\alpha}$ in (104) may be rewritten as

$$
w_{\alpha} \propto c_{\alpha} \exp \left\{-\frac{1}{2 \hat{\sigma}^{2}}\left\|X_{\mathrm{te}}\left(\hat{\boldsymbol{\beta}}_{\alpha}-\boldsymbol{\beta}_{*}\right)-\boldsymbol{e}\right\|^{2}\right\}
$$

where $\boldsymbol{e}$ is the i.i.d. noise vector of size $n_{\mathrm{te}}$, and $\hat{\boldsymbol{\beta}}_{\alpha}$ is the least squares estimate from $\mathcal{D}_{\text {tr }}$.

Thus, to prove 105 it is sufficient to prove that for any $\alpha \in \hat{\mathcal{A}}_{n}-\mathcal{A}_{n}^{c}$

$$
\begin{equation*}
B \triangleq\left\|X_{\mathrm{te}}\left(\hat{\boldsymbol{\beta}}_{\underline{\alpha}^{c}}-\boldsymbol{\beta}_{*}\right)-\boldsymbol{e}\right\|^{2}-\left\|X_{\mathrm{te}}\left(\hat{\boldsymbol{\beta}}_{\alpha}-\boldsymbol{\beta}_{*}\right)-\boldsymbol{e}\right\|^{2} \tag{106}
\end{equation*}
$$

goes to $-\infty$ in probability, and for any $\alpha \in \hat{\mathcal{A}}_{n} \cap \mathcal{A}_{n}^{c}, B$ converges to zero in probability, as $n \rightarrow \infty$. We rewrite (106) as $B_{1}+B_{2}++B_{3}$ where $B_{1}=\left\|X_{\mathrm{te}}\left(\hat{\boldsymbol{\beta}}_{\underline{\alpha}^{c}}-\boldsymbol{\beta}_{*}\right)\right\|^{2}, \quad B_{2}=\left\|X_{\mathrm{te}}\left(\hat{\boldsymbol{\beta}}_{\alpha}-\boldsymbol{\beta}_{*}\right)\right\|^{2}, \quad B_{3}=2 \boldsymbol{e}^{\mathrm{T}} X_{\mathrm{te}}\left(\hat{\boldsymbol{\beta}}_{\alpha^{c}}-\hat{\boldsymbol{\beta}}_{\alpha}\right)$.

It follows from Condition 2 and $B_{1}=\left(n_{\mathrm{te}} / n_{\mathrm{tr}}\right)\left\|n_{\mathrm{te}}^{-1 / 2} X_{\mathrm{te}} \delta_{\alpha}\right\|^{2}$ where $\delta_{\alpha} \triangleq \sqrt{n_{\mathrm{tr}}}\left(\hat{\boldsymbol{\beta}}_{\alpha}-\boldsymbol{\beta}_{*}\right)=O_{p}(1)$ that $B_{1}=o_{p}(1)$. For $\alpha \in \hat{\mathcal{A}}_{n}-\mathcal{A}_{n}^{c}$, Condition 3 implies that $B_{2}=O_{p}\left(n_{\mathrm{te}}\right)$ and $B_{2}=O_{p}\left(n_{\mathrm{te}}^{1 / 2}\right)$. Thus $B \rightarrow_{p}-\infty$ as $n \rightarrow \infty$. For $\alpha \in \hat{\mathcal{A}}_{n} \cap \mathcal{A}_{n}^{c}$, it can be similarly proved that $B_{2}=o_{p}(1)$ and $B_{3}=o_{p}(1)$, and thus $B \rightarrow_{p} 0$ as $n \rightarrow \infty$.

## K.3. Oracle property of $B C-V O$

The following Theorem 4 establish the oracle property of BC in sparse subset selection. Note that we assume fixed design matrix for technical convenience. Extensions to the case of random design matrices are possible, but we will not elaborate in the rest of the paper.

Theorem 4. The above step (f) produces an estimate that satisfies the oracle property and $\mathcal{R}$-consistency, assuming that the conditions of Proposition 5 hold and the following conditions hold.

1. There exists some fixed constant $c_{1} \in(0,1]$ such that

$$
\left\|X_{1 a}\left(-\underline{\alpha}^{c}\right)^{\mathrm{T}} X_{1 a}\left(\underline{\alpha}^{c}\right)\left\{X_{1 a}\left(\underline{\alpha}^{c}\right)^{T} X_{1 a}\left(\underline{\alpha}^{c}\right)\right\}^{-1}\right\|_{\infty} \leq 1-c_{1} .
$$

2. There exists some fixed constant $c_{2}>0$ such that

$$
e i g_{\min }\left(\frac{1}{n} X_{1 a}\left(\underline{\alpha}^{c}\right)^{T} X_{1 a}\left(\underline{\alpha}^{c}\right)\right) \geq c_{2}
$$

3. There exists a constant $\delta_{c_{0}}^{\prime}$ such that $\left\|X_{2} \boldsymbol{\beta}\right\| \geq \delta_{c_{0}}^{\prime}\|\boldsymbol{\beta}\|^{2}$ for every $\boldsymbol{\beta} \in \mathbb{R}^{p}$ with at most $c_{0}$ nonzeros.
4. $\lambda_{n} \rightarrow \infty$.
5. $E\left(e_{1}^{4}\right)<\infty$.

Conditions 1 and 2 are typical assumptions for high dimensional regression, and they were also considered in e.g. Fuchs (2005); Wainwright (2009). Condition 3 here is similar to Condition 3 of Proposition 5, and
they are usually guaranteed with high probability for randomly generated design matrices (Candes and Tao, 2005). Its use here is to distinguish the "parametric" from the "nonparametric" models. Condition 4 is a mild requirement of choosing $\lambda_{n}$. No upper bound of $\lambda_{n}$ is required because we are only interested in selection consistency here. Condition 5 is a mild regularity assumption on noises.

## Proof of Theorem 4.

Given Conditions 1 and 2 , and $\beta_{*}$ being fixed, it follows from (Wainwright, 2009, Theorem 1) that $\underline{\alpha}^{c}$ can be selected by LASSO with probability going to one for some regularization parameter. Given $c_{0} / 3>s$, this further implies that $\mathbb{P}\left(\underline{\alpha}_{n}^{c} \in \hat{\mathcal{A}}_{n}\right) \rightarrow 1$ as $n \rightarrow \infty$. Therefore, by using Proposition 5 we obtain

$$
\begin{equation*}
\mathbb{P}\left(\underline{\alpha}^{c} \in \mathcal{A}_{n}\right) \rightarrow 1 \tag{107}
\end{equation*}
$$

as $n \rightarrow \infty$ in step (e). It remains to show that the conditions of Case 1 in Theorem 2 hold when applying step (f).

Because $\mathcal{A}_{n}$ is nested and finite, 107 implies that $\hat{\sigma}_{n}^{2} \rightarrow_{p} \sigma^{2}$ and condition (8). Condition 3 implies (9) and (13), and Condition 4 implies (22). Moreover, (23) and (24) are trivially satisfied with $m_{1}=1$. By applying Theorem 2 we obtain the consistency in selecting $\underline{\alpha}^{c}$.

In step (f), with $\underline{\alpha}^{c}$ being correctly selected, one could estimate $\beta_{*}$ at oracle rates by restricting to $\underline{\alpha}^{c}$. To prove $\mathcal{R}$-consistency, we observe from (12) that any model $\alpha$ with $\mathcal{R}_{n}(\alpha) \leq \mathcal{R}_{n}\left(\underline{\alpha}^{c}\right)=\sigma^{2} s / n$ must satisfy $d_{n}(\alpha) \leq s$. By Condition 3 of Theorem 4 and $c_{0} \geq 3 s$, we have $\Delta_{n}(\alpha)>\delta$ for some fixed constant $\delta>0$. This is impossible as $n \rightarrow \infty$.

